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Abstract

Data mining is considered as one of the most powerful technologies

that participates greatly in helping companies in any industry to focus

on the most important information in their data warehouses. Data

mining explores and analyzes detailed companies transactions. It im-

plies digging through a huge amount of data to discover previously

unknown interesting patterns and relationships contained within the

company data warehouses to allow decision makers to make knowledge-

based decisions and predict future trends and behaviors. Industries

such as banking, insurance, medicine, and retailing commonly use

data mining to reduce costs, enhance functionality, and increase sales.

Web mining is the process of using data mining techniques to mine

for interesting patterns in the web. Those patterns are used to study

user behavior and interests, facilitate support and services introduced

to the website navigator, improve the structure of the website, and

facilitate personalization and adaptive websites.

In this dissertation, we developed a new approach that measures the

effectiveness of data mining in helping retail websites designers to im-

prove the structure of their websites during the design phase. This

is achieved by giving them valuable information about the retail’s



information system, its elements, and the relationships between dif-

ferent attributes of the information system. When considering this

information in the design phase of the retail websites, they will have

a positive effect in improving the website design structure. Further-

more, this approach reduces maintenance efforts needed in the future.

We also studied the behavior of items with respect to time. This

approach is beneficial in Market Basket Analysis for both physical

and online shops to study customers buying habits and product buy-

ing behavior with respect to different time periods. We showed how

association rule mining can be invested as a data mining task to sup-

port marketers to improve the process of decision making in a retail

business. This is done through exploring current and previous prod-

uct buying behavior and predicting and controlling future trends and

behaviors. Based on our idea that interesting frequent itemsets are

mainly covered by many recent transactions, a new method to mine

for interesting frequent itemsets is also introduced. Finally, to solve

the problem of the lack of temporal datasets to run or test differ-

ent association rule mining algorithms, we introduced the TARtool.

The TARtool is a temporal dataset generator and an association rule

miner.
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Chapter 1

Introduction

1.1 Motivation

Recently, the web is becoming an important part of people’s life. The web allows

people to easily communicate and exchange ideas and views about any subject

anywhere in the world. Furthermore, the web is a very good place to run suc-

cessful businesses. Almost everything can be bought from online stores without

the need to go to physical shops. Selling products or services online plays an

important role in the success of businesses that have a physical presence, like

a retail business. For many businesses, a retail website is an effective line of

communication between the businesses and their customers. Even if the business

does not present all of its products and services in the website, the website may

be just what the customer needs to see to choose it over a competitor. Therefore,

it is important to have a successful website to serve as a sales and marketing tool

to participate in meeting the core requirements of the business.

A successful website is a well-structured website. The website is well-structured

from the user’s point of view if it contains services that satisfy user’s needs, if the

user navigation is simplified, and if he can reach his target page in a short time
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1.1 Motivation

without the need to make any search or to guess where his target page could be

found. On the other hand, from the point of view of the website owner, a website

is well-structured if it participates in increasing the business overall profit, if it

increases the user’s trust in the business and its products, and participates in

supporting the business marketing strategies. Therefore, it is important to de-

velop and use tools that can guarantee to a high degree the quality of websites

to meet the requirements of both website owners and users.

One of the effective used technologies for that purpose is data mining. Data min-

ing is the process of extracting interesting patterns from large databases. Web

mining is the usage of data mining techniques to extract interesting information

from web data. Patterns extracted from applying web mining techniques on web

data can be used to maintain websites by improving their usability through sim-

plifying user navigation and information accessibility and improving the content

and the structure of the website in a way that meets the requirements of both

website owner and user which will consequently increase the overall profit of the

business or the industry that the maintained website belongs to [1].

Despite the effectiveness of web mining in improving websites, it costs a lot of

maintenance efforts and suffers from different drawbacks. In commercial com-

panies that sell different kinds of products online, in order to make an effective

maintenance to their websites, the companies have to wait some period of time,

for example one year, in order to have a representative log file that reflects cus-

tomers transactions in their websites and can give a clear image about their

behavior. This amount of time is considered very big especially for the compa-

nies in which the time factor plays an important role in their success strategy,

and which have many competitors who can attract their customers if they have

2
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no solid marketing strategies in order to keep their customers as loyal as possible.

On the other hand, most businesses gather information about internet customers

through online questionnaires. But, many customers choose not to complete these

questionnaires because of the amount of time required to complete them as well

as a lack of a clear motivation to complete them [2]. Several businesses use cook-

ies to follow customers through the World Wide Web, but cookies are sometimes

detected and disabled by web browsers and do not provide much insight into

customer preferences. This is because customers are feeling that their profiles are

not secure so a number of customers choose to give incorrect information about

themselfs.

To overcome these problems, we made some steps back from the website mainte-

nance phase to the design phase. In our approach (see [3; 4; 5; 6; 7]), the problem

of building an ill-structured website for some retail business can be solved by ap-

plying data mining techniques such as association rule mining, clustering, and

classification on the contents of the information system of the business. Then,

from the extracted patterns, the information needed to be considered in the web-

site building process is gained and invested during the design phase in the process

of website design which yields to a better designed website. The main advantage

of this method is the reduced maintenance time and budgetary costs for websites

if they are built taking into account the extracted interesting patterns from the

transactions database of the business. Furthermore, in web mining, different ap-

proaches are used to identify customers and transactions. Those approaches can

not guarantee that the actual customers and transactions have been identified.

Therefore, there exists a failure probability in defining customers and transac-

tions. In contrast, in our methodology, we can guarantee that we mine the actual

3



1.1 Motivation

customers transactions and profiles which were collected from users personally.

For example, in a telecommunication company, when a customer wants to sign a

mobile telephone contract, he usually fills a form that represents his profile. Any

further products or services requested by the user will also be recorded. This

approach also permits the sales manager to focus on the core business and gives

him a better view about his products and customers which is very helpful in de-

signing retail websites.

Another application field of data mining is using association rule mining to an-

alyze market basket data. A transactions database contains information about

customers transactions, where each transaction is a collection of items. Associ-

ation rule mining captures the relationships between different items. An asso-

ciation rule finds the probability that two different items occur together in the

transactions database. Association rule mining is finding all association rules that

have support and confidence values greater than or equal a user-specified mini-

mum support (minsup) and minimum confidence (minconf) respectively. minsup

and minconf are functions that measure the interestingness of an association

rule. Those rules are called interesting association rules. But the interestingness

of an association rule that represents a group of items can have many different

meanings. For example, an interesting rule may give some information about

well-sold products. On the other hand, if we have a number of non-interesting

association rules, we can also use them to gain some information about bad-sold

products which is also considered a valuable information that can be invested

by the marketers to improve their marketing strategies. In this approach, beside

the usage of interesting association rules, the association rules that do not satisfy

minimum requirements (i.e. have support and confidence values less than the user

4
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specified minsup and minconf, respectively) are also considered in the decision

making process [8]. Doing that in a periodical manner can be very effective in

the decision making process.

Beside studying the behavior of frequent itemsets with respect to time, a new

method for finding interesting frequent itemsets is also introduced. The core idea

of this method is that the interesting frequent itemsets are mainly covered by

many recent transactions [9]. The lack of suitable real life and synthetic datasets

to apply our ideas motivated us to implement the TARtool which is a data mining

tool and a dataset generator. The TARtool can generate temporal datasets that

simulates both retail and e-commerce environments [10].

1.2 Contributions

This section describes the contributions of this work to the application of data

mining in retail website design and in improving marketing strategies and target-

ing knowledge based decisions. The contributions are:

1. Developing a new method that measures the effectiveness of data mining in

helping retail website designers to improve the structure of their websites

during the design phase. This is achieved by investing interesting patterns

extracted by applying different data mining tasks on the retail’s information

system during the design phase to support designing well-structured retail

websites. The extracted patterns give the retail websites designers valuable

information about the retail’s information system, its elements, and the

relationships between different attributes of the information system. Tak-

ing this information into account during the design phase of the websites

5
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will reduce maintenance efforts needed in the future. It also overcomes the

drawbacks of using web mining to maintain such websites. Furthermore,

it makes it easy for the retail decision maker to design his retail website

in a way that meets the main requirements and marketing strategies of his

business which will consequently increase the overall profit of the business

[3; 4; 5; 6; 7].

In this approach, we introduced two methods to evaluate the efficiency of

websites. Time-based method evaluates the websites efficiency with respect

to the time needed to finish a specific session. Link-based method evaluates

the efficiency of websites in regards to the count of links that may be fol-

lowed in the process of searching for the target products to finish a specific

session (Chapter 5).

2. Demonstrating how association rule mining can be invested as a data mining

task to support marketers to improve the process of decision making through

predicting and controlling future trends and behaviors in the process of

mining for association rules with respect to different time periods [8]. In this

approach, in a retail industry, the information system of the retail and more

specifically the customers transactions database is mined for association

rules with respect to different time periods. The extracted patterns give

information about current and previous buying behavior of products such

as what are the well-sold and the bad-sold products. This gives the sales

manager a better view about his products and their behavior, and help him

to make right decisions and better marketing strategies. This also enables

the sales manager to predict and control the sales behaviour in the next time

6



1.3 Dissertation Organization

period which will consequently increase the retails overall profit (Chapter

6).

3. Developing a new method to search for interesting frequent itemsets in

the process of association rule mining [9]. This method is based on the

idea that the interesting frequent itemsets are mainly covered by many

recent transactions. This method can be used either as a preprocessing

step to search for frequent itemsets within a determined interval, or as

an extension to the Apriori algorithm to prune non-interesting frequent

itemsets (Chapter 6).

4. Developing the TARtool which is a temporal dataset generator and an asso-

ciation rule mining tool [10]. The TARtool can generate temporal datasets

that simulates customers transactions in both retail and e-commerce envi-

ronments. This tool solves the problem of the lack of temporal datasets to

run and test different association rule mining algorithms for market basket

analysis (Chapter 7).

1.3 Dissertation Organization

The rest of this dissertation is organized as follows. In Chapter 2, we present

a general overview about knowledge discovery and data mining as an important

phase of the knowledge discovery process. We discuss data mining techniques,

applications, and tools. We also introduce web mining as an important applica-

tion field of data mining.

In Chapter 3, we introduce a theoretical overview about website and software

engineering due to their relativeness to our proposed method. We define them

7
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and introduce their phases and advantages, and we talk about e-commerce and

retail websites. In Chapter 4, we discuss in details the web mining process as

a related work to our proposed methodology. Then, in Chapter 5, we introduce

our methodology of investing data mining techniques during the design phase in

designing retail websites. We start with a theoretical overview about the tech-

niques and algorithms used. Then, we introduce our experimental work and the

used methods to evaluate the results. We also discuss the problem of finding

suitable datasets to run our experiments and introduce some application fields

in the industry. In Chapter 6, we propose the concept of temporal data mining

and frequent itemset mining and propose our contribution in investing tempo-

ral association rule mining in the decision making process especially in the field

of marketing. We also introduce a new methodology to mine for interesting fre-

quent itemsets. In Chapter 7, we discuss in details the problem of finding suitable

datasets to run our experiments and test our proposed methodologies as one of

the challenging problems that meet researchers especially in the field of temporal

data mining. We introduce our developed tool, the TARtool, which is a temporal

dataset generator and an association rule mining tool. Finally, in Chapter 8,

we summarize the contributions introduced in this dissertation and present some

highlights of the future work.

8



Chapter 2

Knowledge Discovery

The enormous expansion of the volume of collected data from different data

sources and fields, yields to an increase of databases of all sizes and designs.

However, it is obviously clear that the manual analysis of such amounts of data

is impossible. For that reason, it is important to develop tools that can access

and analyze such data to extract interesting knowledge that can be helpful in the

decision making process. Knowledge discovery is a technique that can discover

interesting information from such large databases. According to [11], ”Knowledge

discovery in databases (KDD) is the non-trivial process of identifying valid, novel,

potentially useful, and ultimately understandable patterns in data”. The process

is nontrivial means that it is not straightforward and some search methodology

need to be followed. The extracted patterns should be novel or in other words

unknown previously. They also have to be useful, this usefulness implies that the

patterns can play a positive role in the decision making process. Finally, they

must be understandable at least for the data analyst. The knowledge discovery

in databases process consists of a number of iterative steps. A brief discussion of

those steps is presented in the next section.

9



2.1 The Knowledge Discovery Process

2.1 The Knowledge Discovery Process

The KDD process is interactive and iterative, involving a number of steps with

many decisions made by the user [11]. Here we list the main steps of the knowledge

discovery process:

• Understanding the Application Domain: The knowledge discovery

process begins by understanding the application domain and the goals of

the data mining process. Previously unknown patterns that are useful and

effective in the decision making process are expected to be gained.

• Data Integration and Gathering: In the data integration and gather-

ing step the target data sets are gathered from different data sources for

example from heterogeneous databases and data warehouses and combined

in a suitable manner. At this step, the relevant data to the analysis process

is targeted and retrieved from the data source(s).

• Data Preprocessing: Eliminating errors, ensuring consistency, solving

the problem of missed and repeated data, and transforming the selected

data to format that are appropriate for the data mining procedure, are the

main tasks of this step.

• Data Mining: Data mining is the most important step in the knowledge

discovery process in which different techniques are applied to extract in-

teresting patterns. In this step, the appropriate data mining algorithm(s)

or/and method(s) are decided to be applied on the target data. A detailed

discussion of data mining process is presented in the rest of this chapter.

10
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• Visualization: To better understand and analyze the discovered knowl-

edge, it is visually represented to the user using different visualization tech-

niques.

• Pattern Evaluation: In this step, based on predefined measures, all in-

teresting patterns representing meaningful knowledge are identified.

It is common to combine some of these steps together. For example, the data

integration and gathering and the data preprocessing steps can be combined

together and considered as one preprocessing step. Furthermore, most of those

steps are often repeated iteratively to reach some satisfying level of the expected

results. For example, in the data mining step the data analyst may repeat the

data mining process by using another algorithm or method that could be more

suitable for better and refined results of the knowledge discovery process. The

data analyst can also jump within different steps. For example, if the data analyst

is using some data mining algorithm and he want to use another algorithm that

needs different data format, then he may go back to the data preprocessing step

in order to convert the target data to the suitable format. In the next sections,

we discuss data mining as the most important step in the knowledge discovery

process.

2.2 Data Mining

Data mining is considered the most important step in the knowledge discovery

process. Data mining is the process of extracting interesting patterns from large

amounts of data [12]. It provides tools for automated learning from historical

data and developing models to predict future trends and behaviors. Data mining
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has two main models. Predictive data mining model tries to predict unknown

value or future trends or behaviors depending on other variables or historical

values presented in the mined database. For example, an immunization dose

against some virus may be given to a particular patient not because he is infected

from that virus, but because his illness profile is very similar to another group of

patients who were infected with the same virus. Descriptive data mining model

tries to extract useful patterns that can describe the mined data and explore

its properties. For example, in a grocery store database, it may be found that

a large number of customers who buy product A, buy product B with. Data

mining is widely used by different companies and organizations especially in the

field of retail, finance, communication, science, and marketing . It enables these

companies to gain information about sales behavior, customer satisfaction, and

corporate profits. Using data mining, organizations can increase the profitability

of their interactions with customers, detect fraud, and improve risk management.

The patterns extracted using data mining help organizations make better and

knowledge based decisions. In the following sections, we discuss what kinds of

data can be mined, data mining methods and tasks, and some data mining ap-

plications.

2.3 What Kind of Data Can be Mined

Data mining is not restricted to one kind of data store or repository, rather it

can be applied to different kinds of data stores and repositories but with different

algorithms and techniques that may be suitable to be applied on one kind of data

but not for other. Data mining can be applied to flat files, relational databases,
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data warehouses, transaction databases, multimedia databases, spatial databases,

time-series databases, and the world wide web (WWW). Here we discuss briefly

all those data repositories and mention some data mining application on that

kind of data.

• Flat Files: Flat files are the most used data source in data mining. It

is normally a simple data file with text or binary format with a structure

that can be recognized by the used data mining algorithm for example, a

text file with a comma separated format. The data in such files can be

transactions, time-series data, medical measurements, etc.

• Relational Databases: A relational database consists of a set of tables.

Each table has a number of columns and rows, where columns represent

attributes, and rows represent tuples (records). Each tuple in a table rep-

resents an object or a relationship between objects and identified by a set

of attributes that represent a unique key. SQL is the most common query

language for relational databases. SQL can help in retrieving and managing

the data stored in a relational database. For that reason, running data min-

ing algorithms using relational databases can be more efficient and easier

than using flat files due to the ability to take advantage of the functionalities

that are provided by SQL such as data selection and transformation.

• Data Warehouses: According to [13], a data warehouse is defined as:

”A data warehouse is a subject oriented, integrated, time variant, and non-

volatile collection of data in support of management’s decision making pro-

cess”. A data warehouse is a repository of data collected from multiple

data sources and stored under a unified schema at a single site. The data
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in a data warehouse can be loaded, preprocessed, and integrated together.

The organization of the data warehouse with respect to different subjects

gives the option to easily analyze the data and facilitates decision making

process. Data warehouses are usually modeled as a multi-dimensional data

structure (data cubes), where each dimension represents a set of attributes

in the schema, and each cell stores a value of some aggregate measure [14].

Because of their structure and the precomputed summarized data, data

cubes are well suited for interactive querying and analysis of data at dif-

ferent conceptual levels, known as Online Analytical Processing (OLAP).

OLAP allows the navigation of data at different levels of abstraction, such

as, drill-down, roll-up, slice, dice, and pivot. As the data in the data ware-

house are cleaned and integrated, there is a very small need for the data to

be further cleaned and preprocessed to be mined.

• Transactional Databases: A transaction database is a set of records rep-

resenting transactions, each with an identifier (Usually the transaction ID)

and a set of items. The transactions database may have additional infor-

mation that further describe and details such as the transaction date. One

typical data mining application on such data is the so-called Market Basket

Analysis that uses mostly association rule mining to study the relationship

between different items in a transaction database.

• Multimedia Databases: Multimedia databases store images, audio, and

video. A multimedia object is high dimensional which makes data mining

a challenging process.
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• Time-Series Databases: Time-series databases contain time related data

such as stock market data or the distribution of car accidents in some region

with respect to time. Data mining can be applied on such kind of data to

study the changing behavior of items with respect to time.

• The World Wide Web: The WWW is a heterogeneous and dynamic

data repository. It includes a huge number of data types varying from

text, audio, video, raw data, and application. The WWW is composed

of three major parts. The web content, which represents the documents

available on the web. The structure of the web which is represented by the

hyperlinks and the relationships between different documents in the web.

And finally, the usage of the web, which describes how the web documents

and resources are being accessed and used. The application of data mining

techniques on the WWW data is called web mining. Web mining has three

major approaches: Web content mining, web structure mining, and web

usage mining. A detailed description of those approaches are discussed in

Chapter 4.

2.4 Data Mining Methods

There are different data mining methods used to perform different data mining

tasks. Those methods vary from statistical methods, neural networks, decision

trees, genetic algorithms, rule induction, case based reasoning, and data visual-

ization. In this section, we examine neural networks and case based reasoning

as two well-known data mining methods. Furthermore, we discuss decision trees,
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rule induction, and data visualization as we use these methods later in our ex-

perimental work.

2.4.1 Neural Networks

Neural Networks [15; 16] are analytic techniques modeled after the processes of

learning in the neurological functions of the human brain and capable of predict-

ing new observations (on specific variables) from other observations (on the same

or other variables). Neural networks have the ability to derive meaning from

complicated or imprecise data and can be used to extract patterns and detect

trends that are too complex to be noticed by either humans or other computer

techniques. Neural networks use a set of processing elements (or nodes) that sim-

ulates neurons in the human brain. Processing elements are interconnected in a

network that can then identify patterns in data once it is exposed to the data, i.e

the network learns from experience just as people do. Since neural networks are

best at identifying patterns or trends in data, they are well suited for prediction

or forecasting needs including sales forecasting, industrial process control, cus-

tomer research, risk management, and target marketing. Neural networks learn

by example and are considered a predictive data mining method. The main goal

of our approach is to extract patterns that describe current and past trends and

behaviors, rather than predicting future trends and behaviors. Patterns extracted

using neural networks methods do not give any explanation or declaration how

those patterns are extracted or what kinds of information were the basics of get-

ting some particular results. Applying neural networks in our approach is not

helpful because we get no descriptive information about the mined dataset. Such

descriptive information is essential in our approach.
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2.4.2 Case Based Reasoning

Case based reasoning [17] is a method that tries to solve a given problem using

past solutions of a similar problem by searching the existing set of case bases and

finding a similar one. If a similar case exists, its solution is applied to the new

problem, and the problem is added to the case database for future reference. In

our approach, case based reasoning is not a suitable method to use as we have no

specific problem such that we need to compare the characteristics of this problem

with past examples or cases to find a one that fits.

2.4.3 Decision Trees

A decision tree [16; 18] is essentially a flow chart of questions or data points that

lead to a decision. These decisions generate rules for the classification of a dataset.

Decision tree systems try to create optimized paths, ordering the questions such

that a decision can be made in the least number of steps. An example of a decision

tree method is Classification and Regression Trees (CART). CART provides a

set of rules that can be applied to a new (unclassified) dataset to predict which

records will have a given outcome. Decision trees are great for situations in which

a visitor comes to a website with a particular need so he can be assigned to his

target need easily. Decision trees are well suited for our approach as they help in

dividing customers and products into different groups and categories with respect

to different attributes which enables an easy analysis and characterization of the

target data.
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2.4.4 Rule Induction

Rule induction [16] is the extraction of useful if-then rules from data based on

statistical significance. Rule induction defines the statistical correlation between

the occurrence among certain items in a dataset. One of the main data mining

tasks that uses rule induction method is the association rule mining by which

associations between different elements of the target data can be extracted which

is very helpful in our approach to understand customer buying behaviours and

trends (will be discussed in section 2.5.4).

2.4.5 Data Visualization

Data visualization [19] makes it possible for the analyst to gain more clear under-

standing of the data and focus on certain patterns and trends in the target data.

Data visualization in its own is not enough to analyze the data due to the large

volume of data in a database but with the help of data mining it can help in data

exploration and analysis. In our experimental work, we used data visualization

to have a visual overview about the extracted patterns which eases data analysis

and exploration which is very helpful in targeting the right decisions.

2.5 Data Mining Tasks

The choice of which data mining task to use depends on the application domain

and the structure of the patterns that are expected to be extracted. In the fol-

lowing sections, we discusses the basic data mining tasks: Data characterization,

clustering, classification, and association rule mining. Those data mining tasks

have been used in our experimental work as we will see in Chapter 5.
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2.5.1 Data Characterization

Data characterization is summarization of the general characteristics or features of

a target class of data [12]. To have a successful data mining process, it is always

a good strategy to understand the target data (i.e. the dataset to be mined).

This can be achieved by summarizing the target data and present it in a high

conceptual level by using aggregate functions such as Sum and Average, using the

Online Analytical Processing (OLAP) technique to explore the data with respect

to different aspects and conceptual levels, or using data visualization to explore

the data and display distributions of values in the dataset.

2.5.2 Clustering

Clustering divides a dataset into different groups. The objects in a dataset are

grouped or clustered based on the principle that objects in one cluster have

high similarity to one another but are very dissimilar to objects in other clusters

[20]. In clustering data objects have no class label. That means when we start

clustering we do not know what the resulted clusters will be, or by which attribute

the data will be clustered. For that reason, clustering is also called unsupervised

learning. Before running any clustering algorithm, the data analyst removes any

irrelevant meaningless attributes. Clustering has many different methods and

techniques. In the following we discuss the main clustering methods.

• Partitional Clustering Method: In partitional clustering method the

dataset is divided into non-overlapping clusters such that each data object

belongs to exactly one cluster. Objects in one cluster are similar or close

to each other, but are dissimilar or far away from objects in other clusters.
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To achieve well partitioned clusters different methods are used. Two major

and well-known algorithms are the K-Means algorithm and the K-medoids

algorithm. In the K-Means algorithm, each cluster is represented by the

mean value of the objects in the cluster. In the K-medoids algorithm, each

cluster is represented by one of the objects located near the center of the

cluster [12]. Another well-known partitional clustering algorithm is the

Nearest Neighbor Algorithm. This algorithm merges objects iteratively into

the existing clusters that are closest. A threshold is used to determine if

objects will be added to existing clusters or if a new cluster is created [21].

For example, to cluster a set of items, the first item of the set is placed in a

cluster by itself. Then, we look at the second item and based on a distance

threshold, we decide if it should be added to the first cluster or placed in

a new cluster. This process is repeated until every item is placed in the

suitable cluster.

• Hierarchical Clustering Method: If we permit a cluster to have sub-

clusters, then we obtain hierarchical clusters. Hierarchical clusters are sets

of nested clusters that are organized as a tree, where each node in the tree

represents a cluster and its sub-nodes represent the sub-clusters. The root

of the tree represents the cluster that contains all the objects. There are

two main approaches in hierarchical clustering the agglomerative approach

and the divisive approach. The agglomerative approach, starts with each

object as a single cluster, and then repeatedly merge the two closest clusters

until all clusters are merged in one cluster or a termination condition holds.

In contrast to agglomerative approach, the divisive approach starts with a
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one big cluster and repeatedly splits each cluster into smaller clusters until

reaching the point that each object is in one cluster, or until a termina-

tion condition holds. CURE and BIRCH are two well-known hierarchical

clustering algorithms [22].

• Density Based Clustering Method: In density based clustering method

a cluster is a dense region of objects that is surrounded by a region of low

density. In the DBSCAN density based clustering algorithm [23], the points

in the low density regions are classified as noise and omitted.

2.5.3 Classification

Classification also known as supervised learning is the process of finding a set of

models or functions that describe and distinguish data classes or concepts where

the models derived based on a set of training data (i.e. data objects whose class

label is known) [12]. The following are two well-known classification methods:

• Decision Tree Based Classification Methods: The decision tree clas-

sification method [24] is one of the most useful methods in data mining. A

decision tree is a way of representing a series of rules that lead to a class

or a value. The decision tree nodes are test values that need to be decided

or questions that need to be answered in order to decide the branches that

should be followed depending on the decided value. Each node may have

two or more branches. Each branch will lead to another decision node or to

the bottom of the tree, which is called the leaf node. To assign a value to

some class or case, the navigation process starts at the root node and moves

to each subsequent node and decide which branch to take until reaching the
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leaf node. Decision trees algorithms such as C4.5 [25] and CART [26] are

used in classification to make predictions of current and future values of

some attributes.

• Distance Based Classification Methods: One of the simplest algo-

rithms that is based on distance based classification method is the k-Nearest

Neighbor algorithm [21]. It classifies an object based on the class of its

nearest neighbor in the training set. A straightforward generalization of

this approach is to classify an object as belonging to the class which is most

frequently represented among its k nearest neighbors. The choice of k is

data dependent. Usually, k depends on the size of the training set.

2.5.4 Association Rule Mining

An association rule is an expression of the form X ⇒ Y , where X and Y are sets

of items and have no items in common. This rule means that given a database

of transactions D where each transaction T ∈ D is a set of items. X ⇒ Y

denotes that whenever a transaction T contains X then there is a probability

that it contains Y too. The rule X ⇒ Y holds in the transactions set T with

confidence c if c% of transactions in T that contain X also contain Y . The rule

has support s in T if s% of the transactions in T contains both X and Y . Asso-

ciation rule mining is finding all association rules that are greater than or equal a

user-specified minimum support (minsup), and minimum confidence (minconf).

In general, the process of extracting interesting association rules consists of two

major steps. The first step is finding all itemsets that satisfy minsup (known as

Frequent-Itemset generation). The second step is generating all association rules
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that satisfy minconf using itemsets generated in the first step.

According to [27], in the process of searching for frequent itemsets, Association

rule mining algorithms employ one of two common approaches: Breadth-first

search approach (BFS), and Depth-first search approach (DFS). In BFS approach,

the support values of all (k−1)-itemsets are determined before counting the sup-

port values of the k-itemsets where k is a positive integer. Supposing that the

transactions data are represented in a tree structure, in DFS approach the algo-

rithm can start from, say, node a in the tree and counts its support to determine

whether it is frequent. If so, the algorithm expands the next level of nodes until

an infrequent node is reached. It then backtracks to another branch and contin-

ues the search from there.

The Apriori algorithm [28] follows the Breadth-first search approach. It gener-

ates all frequent itemsets, called also large itemsets, by making multiple passes

over the transactions database D. The algorithm makes a single pass over the

data to determine the support of each item which results in the set of 1-itemsets.

Next, the algorithm will iteratively generate new candidate k-itemsets using the

frequent (k−1)-itemsets found in the previous iteration. An Additional pass over

the dataset is made to count the support of the candidates. After counting their

supports, the algorithm eliminates all candidate itemsets whose support count

are less than minsup. The algorithm eliminates some of the candidate k-itemsets

using the support-based pruning strategy. If any subset of the k-itemset X is

not frequent, then X is pruned. The algorithm terminates when there is no new

frequent itemsets generated. Association rules are generated by generating all

non-empty subsets of each frequent itemset and outputs its rule if its confidence

is greater than or equal minconf.
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The AprioriTID algorithm differs from the Apriori algorithm in that it does not

use the database D for counting support after the first pass. Rather, it uses the

set of candidate k-itemsets associated with the transactions identifiers (TID’s),

so that the number of entries in this set may be smaller than the number of trans-

actions in the database, especially for large values of k [28]. The AprioriHyprid

Algorithm is an algorithm that get benefit from both Apriori and AprioriTID

algorithms in which it starts by using the Apriori algorithm, then it switches to

AprioriTID in the last passes. But if there is no candidate itemsets found in

this stage then we just pay the cost of switching to AprioriTID without getting

benefit of using it [28].

Unlike the Apriori algorithm, the FP-Growth algorithm follows the Depth-first

search approach. FP-Growth mines frequent itemsets without candidate genera-

tion. It encodes the dataset using a compact data structure called the FP-Tree,

and extracts frequent itemsets directly from this structure. The FP-Tree [29] is

created as follows: First, a root node of the tree is created and labeled ”null”.

For each transaction in the database, the items are processed in reverse order

and a branch is created for each transaction. Every node in the FP-tree stores

a counter which keeps track of the number of transactions that share that node.

When adding a branch for each transaction, the count of each node among the

common prefix is incremented by 1, and nodes for the items in the transaction

following the prefix are created and linked accordingly. Additionally, an item

header table is built so that each item points to its occurrences in the tree via a

chain of node-links. Each item in this header table also stores its support. The

transactions in the FP-Tree are stored in support descending order which keeps

the FP-tree representation of the database as small as possible since the more
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frequently occurring items are arranged closer to the root of the FP-tree and thus

are more likely to be shared. Because there is often a lot of sharing of frequent

items among transactions, the size of the tree is usually much smaller than its

original database which avoids the costly database scans implemented by Apri-

ori -like algorithms.

The study in [30] shows that the FP-Growth has several advantages than any

other Apriori-like algorithms, especially when the dataset contains many patterns

and/or when the frequent patterns are long. In an experimental application on

different real-world and artificial datasets in [31], a comparison between Apri-

ori, FP-Growth and other algorithms shows that the Apriori outperforms the

FP-Growth when the minsup value is small. But with high minsup values, the

FP-Growth outperforms the Apriori. Another experiments on real-world and ar-

tificial datasets are presented in [32]. The experiments show that the FP-Growth

performs best in comparison with Apriori and other implemented algorithms.

2.5.5 Sequential Pattern Mining

In sequential pattern mining a sequence of actions or events is determined with re-

spect to time or other sequences [33]. The problem of mining sequential patterns

over transactional databases is introduced in [34]. The authors presented three

algorithms and evaluated their performance using synthetic datasets. SPAM is

an algorithm for finding all frequent sequences within a transactional database.

The algorithm is especially efficient when the sequential patterns in the database

are very long. A depth-first search strategy is used to generate candidate se-

quences, and various pruning mechanisms are implemented to reduce the search

space [35].
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Further details and discussions concerning different clustering, classification, as-

sociation rule mining, sequential pattern mining, and other data mining methods

and algorithms can be found in [12; 20; 21].

2.6 Data Mining Applications

Data Mining is becoming increasingly popular because of its wide applicability in

many different fields. Data mining made substantial contributions to the success

of different industries and application fields. In the following, we examine the

application of data mining in science, business and other application domains.

• Data Mining in Customer Relationship Management: Customer Re-

lationship Management (CRM) tries to use all measures to understand cus-

tomers and invest the extracted knowledge to implement marketing strate-

gies, control production, and coordinate the supply chain. Data mining is

one of those tools used by CRM to study customer behavior and interests

and use the extracted knowledge to manage customers life cycle, attract

new customers, and retain good customers. For example, by analyzing cus-

tomer profiles, we can find the group of customers who bought a particular

product and encourage similar customers have not bought that product to

buy it. Furthermore, by studying the profiles of customers who have left

the company, a special strategy can be built to retain customers who are

expected to leave, because it is less expensive to retain an existing customer

that to win a new one. The authors in [36] employ a data mining tool to dis-

cover current spending patterns in a credit card business of customers and

26



2.6 Data Mining Applications

trends of the behavioral change to expand the customers base and prevent

loosing of customers.

• Data Mining in Marketing: Market basket analysis uses data min-

ing techniques to analyze customers transactions in a retail transaction

database. The extracted knowledge can be used for cross-selling, store de-

sign, discount plans, and promotions. It is also useful for fast interaction

with each new customer of the company. Although market basket analysis

investigates shopping carts and supermarket shoppers, it is important to

realize that there are many other areas in which it can be applied such as

analysis of credit card purchases and telephone calling patterns.

• Data Mining in Insurance: Companies in the insurance industry collect

enormous amounts of data about their clients such as information about

customers behavior, activities, and preferences. Applying data mining on

such data might be useful in detecting and predicting fraud or risky cus-

tomers and predicting which customers will get benefit from new services

and policies.

• Data Mining in Science: Data mining has many different applications

in different fields of science [37]. In bioinformatics it can be used to an-

alyze DNA sequences to find the relationship between some specific gene

sequence and a specific disease. In other words, the change of the DNA

sequence can give an indication of the high probability of the development

of some disease. Data mining is used also in medical decision support. Pa-

tient records include patients demographic information, symptoms, blood

measurements and laboratory test results. Mining those data can find the
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correlation between two different diseases, or the relationship between so-

cial and environmental issues and some diseases, or how a group of patients

react to a specific drug. In astronomy where huge number of images is

collected from telescope and satellites, data mining can be used to classify

objects such as stars and galaxies depending on objects attributes. It can

also be used to find rare, unusual, or even previously unknown types of

astronomical objects and phenomena.

• Web Mining: Applying data mining techniques to extract interesting pat-

tern from web data is called web mining. Web mining is divided into three

major categories, Web usage mining, web content mining and web structure

mining. A detailed discussion of those techniques and their applications is

presented in Chapter 4.

• Data Mining in Telecommunications: In telecommunication compa-

nies, huge amount of data is collected daily varying from transactional data

to other customer data such as billing information or customers profiles,

and additional data such as network load. Data mining can be used in

the field of telecommunications [38] to find customer groups that are highly

profitable, decide which services or products should be offered to which

customers, and find which kind of call rates that can increase the profit

without loosing good customers. Fraud detection techniques can also help

in finding stolen mobile phones or phone cards.

In the next chapter we examine website engineering as a strongly related subject

to our approach.
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Chapter 3

Website Engineering

3.1 Software Engineering

The amount of time, effort, and money spent on software development and soft-

ware use is huge. Software is involved in almost everything we do, business

and banking, medical care, public transportation, government operations, human

communication, education, etc. Companies in every business expend a lot of time

and effort planning, designing, and creating software.

For that reason, it is important to follow a series of steps that ensures a

timely and high-quality results when building a software. This is done using the

so-called software engineering. The IEEE [39] defines software engineering as:

”Software engineering is the application of a systematic, disciplined, quantifiable

approach to the development, operation, and maintenance of software.” Software

engineering is the establishment and use of sound engineering principles in order

to obtain software that is reliable and efficient. According to [40], the work

associated with software engineering can be categorized into three generic phases.

In the definition phase, the software engineer tries to identify what information

is to be processed, what is the expected functionality and performance of the
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engineered software, what design constraints and validation criteria are required.

The development phase focuses on the way software design, code generation, and

software testing are performed. The support phase involves changes associated

with error correction, adaptations required to the software environment, and

adaptations needed due to changes in customer behavior and requirements. In

the next section, we discuss in detail different phases in the software engineering

process.

3.2 Software Engineering Process

The core idea of the software engineering process is to divide the software building

process into relevant phases that can be dealt with separately and iteratively.

Every phase of the software engineering process focuses on a specific problem or

a challenge taking into account the requirements of other phases. The process of

walking through those phases are called the software life cycle. These phases can

differ depending on the application field, but in general they can be summarized

as follows:

• Requirement Analysis and Specification Phase: In this phase, the

problem need to be solved is identified. The operational capabilities, the

expected performance, the goals need to be achieved from building this

software, and the characteristics of the software are also identified.

• Design Phase: In the software design phase, software requirements are an-

alyzed in order to produce a description of the software’s internal structure

that will serve as the basis for its construction. More precisely, a software

design must describe the software elementary prototype and architecture
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that is, how software is decomposed and organized into components and

the interfaces between those components.

• Coding Phase: In this phase, the requirements of the previous phases are

implemented using a suitable tool or programming language.

• Integration and Testing Phase: Through verifying the consistency and

completeness of the implemented models, integration and testing sustains

the overall integrity of the software system architectural configuration [41].

One purpose of testing is to reduce the gap between the time at which

errors are inserted into the code and the time those errors are detected.

Furthermore, the functionality of the software is tested taking into account

many factors, for example, taking into account that customers can use the

software under different operating systems, testing the functionality of the

software in different operating systems is required in this case.

• Maintenance Phase: Software maintenance sustains the software product

through its life cycle. The maintenance of an existing software can account

for over 60 percent of all effort expended by a development organization

[40]. According to [40], ”there are four different maintenance activities:

Corrective maintenance, perfective maintenance or enhancement, adaptive

maintenance, and preventive maintenance or reengineering”. According

to the author, ”only about 20% of all maintenace work is spend on ”fixing

mistakes”. The remaining 80% is spent adapting existing systems to changes

in their external environments, making enhancements requested by users,

preventing system performance from degrading to unacceptable levels, and

reeingeneering an application for future use.”
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Figure 3.1 (modified from [42]) shows the approximate relative costs of the

phases of the software process. As seen in the figure, the maintenance

phase consumes approximately 67% of the overall software process. On the

other hand, the approximate cost of any other phase does not exceed 7%

of the software engineering process. This highlights the need to use new

technologies/tools that participate in reducing maintenance costs.

Figure 3.1: Approximate Relative Costs of the Phases of the Software Process

3.3 Web Engineering

In the past few years, many software engineers are interested in the way web

application are being developed. As the web applications need to be reliable
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and perform well, the core question is whether software engineering techniques

and methodologies can be applied to the website development process. Software

engineers found that many of software engineering principles, concepts and meth-

ods can be applied to web development, but there are subtle differences in the

way these activities are performed [40; 43]. This leads to the principle of web

engineering. The authors in [40] define web engineering as: ”Web Engineering

is concerned with the establishment and use of sound scientific, engineering, and

management principles and disciplined and systematic approaches to the success-

ful development, deployment, and maintenance of high quality web based systems

and applications”. Several attributes of quality web-based systems such as us-

ability, navigation, accessibility, scalability, maintainability, compatibility and in-

teroperability, security, and reliability are often not given the consideration they

deserve during development [44].

Web development is not just creating web pages that seem beautiful to a user.

While web engineering uses software engineering principles, it encompasses new

approaches, methodologies, tools, and guidelines to meet the unique requirements

of the web-based systems. In general, web development process consists of the

following general phases:

• Requirement Analysis Phase: In this phase the general objectives and

requirements of the developed website are identified, as well as the require-

ments of the website’s users. The information need to be on the website,

how to get this information, and how often this information may change.

In [44], the authors recommended several key steps that need to be consid-

ered for successful development and deployment of web applications such
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as understanding the system overall function and operational environment

including business objectives and requirements and identifying the system

main users and their typical profiles. According to [45], The secret of a

successful web-based business is to define the characteristics of potential

customer groups and their interest in specific set of products/services. This

facilitates planning an effective marketing strategy.

• Design Phase: In this phase, different components of the website are de-

cided and the links between them are defined. In the design phase, it is a

good practice to try to guarantee the consistency of information that ap-

pear in different places and pages. Web page content development needs

to take into consideration the website owner’s requirements, user’s abili-

ties, technical issues and considerations, earlier experiences of developers

and users, and lessons learned from similar web applications [44]. A lot

of research has been done to cover different website design techniques, and

strategies. The work in [46] provides a survey of experts’ recommendations

of how to create an effective website from an e-commerce point of view. It

investigates the determinants of an effective website. The survey indicated

that the major categories of determinants are: page loading speed, business

content, navigation efficiency, security, and marketing/customer focus. The

authors in [47] and [48] present a method for designing kiosk websites which

are websites that provide information and allow users to navigate through

those information. The method is based on the principle that the website

should be designed and adapted to its users. It starts by identifying differ-

ent classes of users and describe manually their characteristics, and their
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information requirements, and how could they navigate the website. The

work in [49] gives some recommendations and remarks on how to design re-

tail websites. For example, stores that offer a FAQs section have more visits

than those without such a section and every web page must have consistent

navigation links to move around on the website.

• Testing Phase: Before the website is being published, it is tested and

the found errors are corrected. The website engineer makes sure that every

component is correctly built and working correctly.

• Maintenance Phase: After the website is developed and published online

for use, it need to be maintained, based on the decision taken at the design

phase on how the information content would be maintained. As the require-

ments of the website users and owners change over time, the website needs

to be updated and redesigned to include the new requirements. Website

maintenance is not only a matter of updating HTML files, it is concerned

with ensuring links availability and consistency, adapting the web pages to

follow new technologies, improve web page structure and content to meet

the requirements of both website owner and the user who navigates the

website in a way that increases the benefit of the website owner by increas-

ing sales and/or reducing costs, and makes the user satisfied navigating the

website and getting benefit from the services introduced to him.

3.4 E-Commerce and Retail websites

In e-commerce instead of having your business in a limited physical place and a

limited sector of customers who are usually near to your store or business, you
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have it in the web. In e-commerce websites you have the ability to sell, advertise,

and introduce different kinds of services and products in the web. E-commerce

websites have the advantage of reaching a large number of customers regard-

less of distance and time limitations. Furthermore, an advantage of e-commerce

over traditional businesses is the faster speed and the lower expenses for both

e-commerce website owners and customers in completing customers transactions

and orders.

Because of the above advantages of e-commerce over traditional businesses, a

lot of industries in different fields such as retailing, banking, medical services,

transportation, communication, and education are establishing their business in

the web. But creating a successful online business can be a very difficult and

costly task if not taking into account e-commerce website design principles, web

engineering techniques, and what e-commerce is supposed to do for the online

business. Understanding the requirements of both e-commerce website owner

and customer is an important aspect in building a successful e-commerce web-

site. The work in [45] discusses a lot of key information need to be defined before

starting building the e-commerce website such as identifying business goals and

how the website will target those goals, if the website supposed to attract new cus-

tomers or increase the sales of current customers, identify if the proposed website

will increase the business overall profit, and identify the most suitable tools and

techniques need to be used/followed in order to target those requirements. Retail

websites aim to inspire, reflect a good image about the business and improve it

online. An important factor in having a successful retail website is to know your

competitors. On one hand, by identifying their points of strongness and trying to

get benefit of them by improving those strongness points and adopting powerful
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strategies. On the other hand, identifying weakness points of your competitors

and avoid them is a good practice in having a successful retail website.

In the next chapter we discuss the problem of using web mining techniques in the

maintenance phase of websites to improve the efficiency of retail websites.
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Chapter 4

Data Mining in the Website

Maintenance Phase (Related

Work)

The usage of data mining to maintain websites and improve their functionality

is an important field of study. In this chapter, we will discuss web mining and

the available approaches used to maintain and adapt retail websites to meet

the requirements of both the website owner and the customer navigating the

website. In this chapter, we will investigate different web mining categories and

more specifically web usage mining as a very related subject to our approach.

We will discuss different data mining tasks that are mostly used in web usage

mining. Then, we will talk about different data preprocessing approaches adopted

to make the web log file ready to be mined. After that, we discuss web usage

mining approaches to have adaptive and personalized retail websites. And finally,

we summarize the advantages and disadvantages of all of the above approaches.
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4.1 Web Usage Mining

Web mining is the use of data mining techniques to extract useful patterns from

the web. Those extracted patterns are used to improve the structure of websites,

improve the availability of the information in the websites and the way those

pieces of information are introduced to the website user, and to improve data

retrieval and the quality of automatic search of information resources available

in the web. Web mining can be divided into three major categories: web usage

mining, web content mining, and web structure mining.

Web usage mining or web log mining is the process of applying data mining tech-

niques to web log data in order to extract useful information from user access

patterns [1]. Web usage mining tries to make sense of the data generated by the

web user’s sessions or behaviors [50]. The web usage data includes data from web

server access log, proxy server logs, browser logs, user profiles, registration data,

cookies, and user queries [50]. Web usage mining tries to predict user behav-

ior while user interacts with the web and learns user navigation patterns. The

learned knowledge could then be used for different applications such as website

personalization, business intelligence, usage characterization and adaptive web-

sites. There are two approaches for web usage mining process [51]:

• Mapping the log data into relational tables before an adopted data mining

techniques is performed.

• Using the log data directly by utilizing special preprocessing techniques.

The Web usage mining process consists of three phases: data preprocessing, pat-

tern discovery, and pattern analysis. Pattern discovery is that set of methods,
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algorithms, and techniques used to extract patterns from web log file. Several

techniques are used for pattern discovery such as statistical analysis, clustering,

classification, and sequential pattern mining (see section 4.3). After patterns

are discovered they need to be analyzed in order to determine interesting and

important patterns, besides the removal of redundant patterns. Pattern analy-

sis has several different forms such as knowledge query mechanism, visualization

techniques, and loading usage data into a data cube in order to perform Online

Analytical Processing OLAP operations [52].

4.2 Web Log File

A web server log file records users transactions in the web. Usually, the web log

file contains information about the user IP address, the requested page, time of

request, the volume of the requested page, its referrer, and other useful informa-

tion. The web log file can have different format, but there is a common log file

format that is mostly used. The common log file has the following format [53]:

remotehost rfc931 authuser [date] "request" status bytes

remotehost represents remote hostname (or IP number if DNS hostname is not

available), rfc931 represents the remote logname of the user, authuser represents

the username as which the user has authenticated himself, [date] represents date

and time of the request, ”request” represents the request line exactly as it came

from the client, status represents the HTTP status code returned to the client,

and finally bytes represents the content-length of the document transferred. The

WWW Consortium (W3C) presented an extended format for web server log file

[54] that is able to record a wide range of data to make an advanced analysis of
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the web log file. Web log file is the main source of data analysis in web mining.

A lot of preprocessing efforts need to be performed in order to prepare the web

log file to be mined as we will see in the next sections.

4.3 Web Usage Mining Techniques

In this section, we discuss data mining techniques that are mostly used in web

usage mining such as statistical analysis techniques, clustering, classification, as-

sociation rule mining, and sequential pattern mining.

4.3.1 Statistical Analysis

Statistical analysis is the process of applying statistical techniques on web log

file to describe sessions, and user navigation such as viewing the time and length

of a navigational path [52]. Statistical prediction can also be used to predict

when some page or document would be accessed from now [55]. The work in [51]

makes use of the N-grammer model which assumes that when a user is browsing

a given page, the last N pages browsed affect the probability of the next page to

be visited.

4.3.2 Clustering

Clustering is the process of partitioning a given population of events or items into

sets of similar elements [12]. In web usage mining there are two main interesting

clusters to be discovered: usage clusters, and pages clusters [52]. The authors

in [56] present an approach to cluster web pages to have a high quality clusters

of web pages and use that clusters to produce index pages, where index pages

are web pages that have direct links to pages that may be of interest of some

41



4.3 Web Usage Mining Techniques

group of website navigators. In [57] clustering techniques are applied to web

log file to discover those subsets of web pages that need to be connected, and

to improve the already connected pages. The work in [58] uses the Competitive

Agglomeration Clustering Algorithm to cluster the sessions extracted from web log

server into typical session profiles of users. The authors in [33] use a clustering

algorithm which identifies groups of similar sessions, allowing the analysis of

visitor behavior.

4.3.3 Classification

Classification is dividing an existing set of events or transactions into another

predefined sets or classes based on some characteristics. In web usage mining,

classification is used to group users into predefined groups with respect to their

navigation patterns in order to develop profiles of users belonging to a particular

class or category [52]. [59] introduces several approaches for web page classifica-

tion. The authors in [60] propose an approach to reorganize a website based on

user access patterns and the classification of web pages into two categories: index

pages and content pages.

4.3.4 Association Rule Mining

Association rule mining is the discovery of attribute values that occur frequently

together in a given set of data [12]. Association rules mining techniques are used

in web usage mining to find pages that are often viewed together, or to show which

pages tend to be visited within the same user session [61]. The work introduced

in [62] proposes a re-ranking method with the help of website taxonomy to mine

for generalized association rules and abstract access patterns of different levels to
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improve the performance of site search. The authors in [63] propose an approach

for predicting web log accesses based on association rule mining. Association rule

mining facilitates the identification of related pages or navigation patterns which

can be used in web personalization [1; 64; 65].

4.3.5 Sequential Pattern Mining

In sequential pattern mining a sequence of actions or events is determined with

respect to time or other sequences [33]. In web usage mining, sequential pattern

mining could be used to predict user’s future visit behaviors. Some web usage

mining and analysis tools use sequential pattern mining to extract interesting

patterns such as SpeedTracer [66] and Webminer [67]. The authors in [68] suggest

using adaptive websites to attract customers using sequential patterns to display

special offers dynamically to them.

4.4 Data Preprocessing for Web Usage Mining

Before data mining techniques are applied to web log file data, several prepro-

cessing steps should be done in order to make web log file data ready to be mined.

Web log file contains data about requested URL, time and date of request, method

used, etc. The main data preprocessing tasks are data cleaning and filtering, path

completion, user identification, session identification, and session formatting.

4.4.1 Data Cleaning

Data cleaning is the first preprocessing task. It involves the removal or elimina-

tion of irrelevant items that are not important for any type of web log analysis.

Elimination of irrelevant items can be accomplished by checking the suffix of the
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URL name to filter out requests for graphics, sound, and video hits in order to

concentrate on data representing actual page hits [67; 69]. For example, all log

entries with filename suffixes such as gif, jpeg, and jpg can be removed. Another

cleaning process is removing log entries generated by web agents like web spiders,

indexers, or link checkers [69]. Filtering out failed server requests, or transform-

ing server error code is also done. Merging logs from multiple servers and parsing

the log into data fields is also considered a data cleaning step [70].

4.4.2 Path Completion

Path completion preprocessing task fills in page references that are missing due

to local browsing caching such as using the back button available in the browser

to go back to previously visited page [71].

4.4.3 User Identification

Identifying unique users is a complex step due to the existence of local caches,

corporate firewalls, and proxy servers [67]. If the agent log shows a change in

browser software, or operating system, a reasonable assumption to make is that

each different IP address in the log file represent a different user [72]. If a page

is requested that is not directly reachable by a hyperlink from any of the pages

visited by the user, a heuristic assume that there is another user with the same

IP address. Another assumption can be made is that consecutive accesses from

the same host during a certain time interval come from the same user [73]. In

some cases it is difficult to identify users, for example, when two users use the

same machine and the same browser with the same IP address and look at the

same set of pages [71].
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4.4.4 Session Identification

A user session is defined as ”the set of pages visited by the same user within the

duration of one particular visit to a website” [72]. Session identification is dividing

the page accesses of each user into individual sessions. One approach to identify

user sessions, is by using a timeout threshold that is if the time between pages

requests exceeds a certain limit (e.g. 30 minutes), then the user is starting a new

session [71; 74]. Another approach assumes that consecutive accesses within the

same time period belong to the same session [73].

4.4.5 Session Formatting

A final preprocessing step could be formatting the sessions or transactions for the

type of the data mining technique, or algorithm to be applied [71]. The Webminer

in [67] formats the cleaned web server log data in order to apply either association

rule mining or sequential pattern mining.

4.5 Web Usage Mining for Adaptive Websites

Adaptive websites are ”websites that semi-automatically improve their organiza-

tion and presentation by learning from user access patterns” [75]. A site ability to

adapt should be enhanced with information about its content, structure, and or-

ganization. For example, to add a link to a list of links ordered alphabetically, the

link should be added at a specific point in the list. In the following subsections,

we categorize different approaches of adaptive websites, even though it is difficult

to make borders between different adaptation approaches for example, improving

website links yields consequently to improve the structure of the website.
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4.5.1 Improving Website Usability and Organization

Improving website usability can be achieved through making changes to the or-

ganization of the pages and links of the website. The work in [60] aims to build

an adaptive website that will reorganize its pages so that its users can find the

information they want with minimum effort, where effort is defined in [75] as ”a

function of the number of links traversed and the difficulty of finding that links

in website pages”. Reorganization process is done by firstly extracting access

patterns from web server’s log file. Secondly, the web pages in the web sever

are classified into index pages and content pages based on the characteristics and

access statistics of the pages. Finally, the whole website is analyzed and a re-

organization of the website is presented based on access information and page

classification.

The authors in [76] propose an algorithm to automatically find pages in a website

whose location is different from where visitors expect to find them. The expected

locations are then presented to the website administrator to add a navigation link

from the expected location to the target page. The authors also present another

algorithm to select the set of navigation links to optimize the benefit to the web-

site or the visitor. The approach discussed in [77] presents a model to improve

the success of the website with the help of data mining techniques. To evaluate

the efficiency values of a site pages, the authors analyze the navigational behavior

of the site visitors with web usage mining. The analyst may decide to perform

navigation pattern discovery over the entire log or to split it into customer log, or

non-customer log and performs a comparative analysis of the two. Then makes

decisions depending on the discovered results. In [78] a framework that enables
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adaptation of the web topology and ontology to the needs and interests of web

users is introduced. The proposed adaptation process exploits the access data of

the users together with the semantic aspect of the web in order to facilitate web

browsing.

4.5.2 Adaptive Content

Changing the content of a website can make the website better serve the require-

ments of a specific user. Content may be added, removed, or rearranged [79].

This includes additional explanations or details which may be added or removed

depending on user’s background and interests in some topic, or changing the

website presentation language based on the user language preference.

4.5.3 Adaptive Link

Making changes to the links of the website can facilitate user’s navigation of

the website and minimize the time required to reach the target page. There

are several techniques for adaptive link such as direct guidance and link sorting,

hiding, disabling, or highlighting. Direct guidance technique provides the user

with a link to the page which is predicted to be the best next step for the user [80].

The AVANTI project [81] tries to predict user’s goals and presents links leading

directly to pages it thinks a user will want to see. The work in [82] proposes an

approach to suggest a path to unexperienced users if many users follow the same

path in their search for information. Link sorting is done by selecting the most

relevant pages based on the users interests or goals then sorting them based on

their relevance and presenting them in an ordered list of links [79; 80]. Hiding

or disabling the links that are not relevant to the user interests and goals makes

47



4.5 Web Usage Mining for Adaptive Websites

the user less confused and speeds up user’s navigation [79; 83]. Link highlighting

can also facilitate user’s navigation [80; 83].

4.5.4 Adaptive Web Structure

Adding or removing new pages is a final decision of the website administrator.

Depending on the extracted usage patterns, several changes may be done on

website structure. The authors in [75] investigate the creation of index pages,

which are pages that contain a direct link to pages that cover a particular topic,

to facilitate the user’s navigation of the website. The PageGather cluster mining

algorithm is introduced. It takes web server logs as input and finds collections

(clusters) of pages that tend to co-occur in visits, and outputs the contents of

candidate index pages for each cluster found. A further development to [75]

is found in [84] by presenting the IndexFinder a conceptual clustering mining

algorithm in which all discovered clusters have intuitive descriptions that can

be expressed to human users to solve the problem that PageGather gives no

guarantee that all objects in the discovered cluster are about the same topic. To

measure the use of a set of pages [79], statistics about commonly viewed pages

and subsets of pages is generated. The administrator can get an idea how the

structure of the web should be, and whether there are some pages need to be

removed, added, or their position need to be changed, without destroying the

overall structure of the website.

4.5.5 Adaptive E-Commerce

Web usage mining has a great effect on e-commerce. It can be used to study

customer behavior in the web, and use the extracted knowledge to facilitate nav-
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igation and services introduced to the customer, and suggest some particular

products to the customer based on his interests. In [85] comparisons of navi-

gation patterns between customers and non-customers lead to rules that specify

how the website should be improved. The work in [68] suggests using adap-

tive websites to attract customers using sequential patterns to display special

offers dynamically to them, and to keep the online shopper as loyal as possible.

An example of e-commerce site that uses personalization is amazon.com, in which

recommendations are presented to different customers depending on the customer

profile [86].

In order to make websites more effective to website users, they should reflect their

interests, knowledge, needs, and goals. This can be done through personalization

which is the subject of the next section.

4.6 Web Usage Mining for Personalized Web-

sites

Web personalization is the process of customizing websites to the needs of specific

users taking advantage from the patterns discovered from mining web usage data

and other information such as web structure, web content, and user profile data

[73]. Web personalization begins with the collection of web data. In this stage

usage data are collected from different sources such as web server side data, client

side data, and proxy servers.

In general, personalization techniques are divided into offline and online tech-

niques. Offline personalization is based on simple user profiling and manual de-

cision rule systems. Web usage mining is an online personalization data source.
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By evaluating site behavior and usage, a view about the website user is gained

which yields to more effective personalization strategies. User profiles are an

important source of data for data personalization. User profiles contain user

preferences, characteristics, interests knowledge, skills, activities, and behavioral

patterns [87]. Such information is obtained either explicitly using online regis-

tration forms and questionnaires resulting in static user profiles or implicitly by

recording the navigational behavior and/or the preferences of each user resulting

in dynamic user profiles [73].

There are different ways to analyze the collected data. Content based filtering

methods select content items that have a high degree of similarity to the user’s

profile [88]. An alternative to content based filtering is the collaborative filtering

techniques which allow users to take advantage of other users behavioral activi-

ties based on a measure of similarity between them [88; 89]. Rule based filtering

allows website administrators/marketers to specify business rules based on user

demographics. The rules are used to affect the content introduced to a particular

user.

Pattern discovery is the next step of the personalization process. In this step, dif-

ferent data mining techniques, such as clustering, classification, association rule

mining, and sequential pattern analysis, are used to discover interesting patterns

from web usage data.

Clustering is used to group users with common browsing behavior. The authors

in [90] implement a Profiler system which captures client’s selected links, page

order, page viewing time, and cache references. That information is used to clus-

ter users with similar interests. The work in [65] proposes a recommendation

engine which considers the association rules between different web pages, and
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the derivation of URL clusters based on two types of clustering techniques in

conjunction with the active user session. The recommendations are then added

to the last requested page as a set of links before the page is sent to the client

browser.

Association rules or sequential pattern discovery methods facilitate the identifi-

cation of related pages or navigation patterns which can be used subsequently

to recommend new web pages to the visitors of a website. The work in [64]

provides a framework for web personalization based on association rule mining

from click-stream data. [91] introduces the System L-R recommendation system

which constructs user models by classifying the web access and recommends rel-

evant pages to the users based both on the user models and the web content.

The authors in [92] present a web usage mining system KOINOTITES which

uses web usage mining techniques to identify groups of users who have similar

navigation behavior. The produced information can either be used by the admin-

istrator in order to improve the structure of the website or it can be fed directly

to a personalization model, (e.g., collaborative filtering). The work in [93] pro-

poses a web mining strategy for web personalization based on a novel pattern

recognition strategy which analysis and classifies users taking into account both

user provided data and navigational behavior of the users. It presents the Refer-

rer Based Page Recommendation, RBPR, that uses information about a visitor’s

browsing context (specially, the referrer URL provided by the HTTP) to suggest

pages that might be relevant to the visitors underlying information need.

The authors in [94] introduce a different approach of personalization that requires

no input or feedback from the user. [88] suggests a set of steps that make the

personalization process effective starting from data collection and managements
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efforts, to measuring and evaluating the success of personalization.

4.7 Web Content Mining

Web content mining is mining the data that a web page contains. The contents of

most of the web pages are texts, graphics, tables, data blocks, and data records.

A lot of research has been done to cover different web content mining issues for

the purpose of improving the contents of the web pages, improving the way they

are introduced to the website user, improving the quality of search results, and

extracting interesting web page contents.

The authors in [95] propose the InfoDiscoverer system to discover informative

contents from a set of web pages of a website according to HTML tag < table >

in a web page. The system partitions the web page blocks into either informative

or redundant. Informative content blocks are distinguished parts of the page,

whereas redundant content blocks are common parts. This approach yields to

the increase of the retrieval and extraction precision, and reduces the indexing

size and extraction complexity.

A number of methods to help user find various types of unexpected information

from his/her competitors’ websites are proposed in [96]. The work in [97] presents

a framework for mining product reputations on the internet. It automatically

collects people’s opinions about target products from web pages, and it uses

four different types of text mining techniques to obtain the reputation of those

products. The research in [98] examines the accuracy of predicting a user’s next

action based on the analysis of the content of the pages requested recently by the

user. Predictions are made using the similarity of a model of the user’s interest
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to the text in and around the hypertext anchors of recently requested web pages.

The authors in [99] propose an algorithm called MDR (Mining Data Records

in web pages) to mine contiguous and non-contiguous data records. It finds all

records formed by table and form related tags, i.e., < table >, < form >,< td >

, < tr >, etc. Such data records are important because they often present the

essential information of their host pages.

4.8 Web Structure Mining

Links pointing to a document indicate the popularity of the document, whereas

links coming out of a document indicate the richness or the variety of topics cov-

ered in the document. Web structure mining describes the organization of the

content of the web where structure is defined by ”hyperlinks between pages and

HTML formatting commands within a page” [100].

Understanding the relationship between contents and the structure of the web-

site is useful to keep an overview about websites. The work in [101] describes an

approach that allows the comparison of web page contents with the information

implicitly defined by the structure of the website. In this way, it can be indicated

whether a page fits in the content of its link structure, and identify topics which

span over several connected web pages. Thus supporting web designers by com-

paring their intentions with the actual structure and content of the web page.

Other studies deal with the web page as a collection of blocks or segments. The

authors in [102] use an algorithm to partition the web page into blocks, by ex-

tracting the page-to-block, block-to-page relationship from link structure and

page layout analysis, a semantic graph can be constructed over the WWW such
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that each node exactly represents a single semantic topic, this graph can better

describe the semantic structure of the web. [100] presents a survey of some of

the ways in which structure within a web page can be used to help machines

understand pages.

4.9 Discussion

From previous, it is clear that making changes and adaptations to websites with

the help of extracted patterns using different data mining techniques is very effec-

tive, but doing that in the maintenance phase can be costly and time consuming

and suffers from different drawbacks [2]. In commercial companies which are

companies that sell different kinds of products on the web, in order to make an

effective maintenance to their websites, the companies have to wait some period

of time, for example one year, in order to have a representative log file that re-

flects customers transactions in their website and can give a clear image about

their behavior. This amount of time is considered very big especially for the com-

panies in which the time factor plays an important role in their success strategy,

and have many competitors who can attract their customers if they have no solid

marketing strategies in order to keep their customers as loyal as possible. On the

other hand, most businesses gather information about internet customers through

online questionnaires. But, many customers choose not to complete these ques-

tionnaires because of the amount of time required to complete them as well as

a lack of a clear motivation to complete them. Several companies use cookies to

follow customers through the WWW, but cookies are sometimes detected and

disabled by web browsers and do not provide much insight into customer prefer-
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ences. This is because customers are feeling that their profiles are not secure so

a number of customers choose to give incorrect information about themselfs.

Furthermore, as discussed previously in section 4.4, in web mining different strate-

gies are implemented to identify sessions such as defining a time threshold that a

session should not exceed or assuming that consecutive accesses within the same

time period belong to the same session. In some cases, it is difficult to identify

users, for example, when two users use the same machine and the same browser

with the same IP address and look at the same set of pages [71]. We can con-

clude from that, that those session and user identification strategies can not give

a guarantee that those identified users and sessions represent the actual users and

sessions. In contrast to that, in our methodology, we can guarantee that we mine

the actual user transactions and profiles that were collected from users personally.

For example, in a telecommunication company, when a customer want to sign a

mobile telephone contract, he usually fills a form that represents his profile. Any

further products or services requested by the user will also be recorded.

In our approach, the problem of building an ill-structured website for some com-

pany/business can be solved by applying data mining techniques such as cluster-

ing, classification, and association rule mining on the contents of the information

system of the company/business. Then, from the extracted patterns, the in-

formation needs to be considered in the website building process is gained and

invested during the design phase in the process of website design which yields to

a better designed retail website. The main advantage of this method is that it re-

duces maintenance time and budgetary costs for websites if they are built taking

into account the extracted interesting patterns from the transactions database

of the company/business. Furthermore, in this case, the customers transactions
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are more correct and represent the actual customers profiles and behaviors. This

approach also permits the sales manager to focus on the core business and gives

him a better view about his products and customers which is very helpful in de-

signing retail websites.

Our contribution in improving the structure of websites through the investment

of the patterns extracted from different data mining techniques to build well-

structured websites during the design phase is the subject of the next chapter.
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Chapter 5

Data Mining in the Website

Design Phase

As mentioned before, making adaptations and improvements to websites in the

maintenance phase can be costly and time consuming. An alternative approach

for designing retail websites is improving the structure of the website in the design

phase before being published. In our contribution (see [3; 4; 5; 6; 7]), the problem

of building an ill-structured website for some company/business can be solved by

applying data mining techniques such as clustering, classification, and association

rule mining on the contents of the information system of the company/business.

Our method is summarized as follows: Suppose that there is a physical shop that

sells different kinds of products and introduces some services to its customers

who are physically living near the shop. Beside customers profiles, the shop has a

database that stores customers transactions in the shop. A customer transaction

records what products did the customer buy, what kind of services have been

requested by him, and other useful information such as the transaction time.

The shop follows specific marketing strategies that meets the requirements of the

shop owners and participates in increasing customer satisfaction. The shop wants
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to expand its business online in order to reach a bigger sector of customers and

overcome time and distance limitations of the physical shop. In our approach,

before building the retail website for this shop, we mine customers transactions

database using different data mining tasks.

The extracted patterns from mining such databases give valuable information.

That information reflects customer behavior, interestingness, product and sales

behavior, and other valuable information. Taking into account general require-

ments of the shop and marketing strategies implemented by the shop owners, the

valuable extracted patterns are considered and invested in the process of website

design which yields to a better designed retail website. These extracted patterns

can be invested as guidelines on how various components of the website should

be designed and how they relate to each other.

The main advantage of our contribution is that it reduces maintenance time and

budgetary costs for websites if they are built taking into account the extracted

interesting patterns from mining the transactions database of the shop/business.

It also overcomes the disadvantages of using web mining to improve websites as

discussed in Chapter 4. This approach also permits the sales manager to focus

on the core business and gives him a better view about his products and cus-

tomers to improve his marketing strategies which is very helpful in designing re-

tail websites. Our method can be beneficial for many businesses, companies, and

commercial institutions such as in the field of retailing, and telecommunication.

For example, usually, in the telecommunications business every company has a

database that records customers transactions and contains biographic informa-

tion about its customers such as customer age, sex, marital status, and address.

The interesting patterns extracted from mining those information can be effec-
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tively invested in the process of designing a website for this company/business

and personalize services introduced to customers which will consequently increase

the company/business’s overall profit.

In the next sections we will see how to use association rule mining, classification,

and clustering during the design phase to ensure having a well-structured retail

website.

5.1 Association Rule Mining During the Design

Phase

Association rule mining is one of the data mining techniques that plays an im-

portant role in our approach [8]. An association rule is an expression of the form

X ⇒Y, where X and Y are sets of items and have no items in common. This rule

means that given a database of transactions D where each transaction T ∈D is a

set of items. X ⇒Y denotes that whenever a transaction T contains X then there

is a probability that it contains Y , too. The rule X ⇒Y holds in the transactions

set T with confidence c if c% of transactions in T that contain X also contain

Y . The rule has support s in T if s% of the transactions in T contains both

X and Y . Association rule mining is finding all association rules with support

and confidence values that are greater than or equal a user-specified minsup and

minconf respectively.

In general, the process of extracting interesting association rules consists of two

major steps.

The first step is finding all itemsets that satisfy minsup (known as Frequent-

Itemset generation). The second step, is generating all association rules that

59



5.1 Association Rule Mining During the Design Phase

Figure 5.1: Improved Website Design Structure Using Extracted Association

Rules

satisfy minconf using itemsets generated in the first step. After generating fre-

quent itemsets, association rules that are greater than or equal to minconf are

generated. Those rules are called interesting association rules. Those rules can

be invested in many different applications. One of those applications is improving

the structure of the company’s website that the mined database belongs to. This

is done during the website’s design phase by creating links between items that

seem to be sold together, or highlight those links if they are already exist, and/or

create index pages which are pages that have direct links to some products that

may be of interest for some group of customers.

Figure 5.1 represent a part of the website’s structure of a company that sells

different kinds of products. Boxes and circles represent website’s pages, and

arrows represent links between pages. C1, C2, and C3 represent different prod-
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uct categories, and P1, P2, ..., and P11 represent different products belonging

to those categories. The dotted arrows represent links created with the help

of the extracted interesting association rules. Note that links between product-

to-product, and product-to-category can be created. For example, direct links

between both product P1 and product P11, and product P6 and product P9

are created depending on some extracted association rules. For example, the link

between product P1, and product P11 is created depending on a rule that says:

P1 ==> P11 [support= 4%, confidence= 60%]

This rule means that 60% of customers who buy product P1, buy also product

P11 with it and 4% of all customers buy both. Also a link between product P5

and category C1 is created depending on the rule that says:

P5 ==> C1 [support= 5%, confidence= 80%]

This rule means that 80% of customers who buy product P5 buy also a product

belongs to C1 category, and 5% of all customers buy both. I(X) is an index page

that has direct links to products P3, P4, and P10. That products may be of

interest for group X of customers. This index page may be created depending on

a set of similar rules such as:

age(X, "20...35") ==> P3

age(X, "20...35") ==> P4

age(X, "20...35") ==> P10

The previous rules mean that customers who are between 20 and 35 years of old

are interested in buying products P3, P4 and P10 respectively. Consequently,

such modifications done to the website’s design help customers find their target

products in an efficient time, encourage them to buy more from the available
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products, and give them the opportunity to have a look at some products that

may be of interest for them, which will consequently increase the company’s

overall profit.

5.1.1 Experimental Work

For the experiments, we used a dataset that represents customer transactions in

a grocery store. This dataset consists of 15 attributes. 10 attributes represent

the available products: Readymade, Frozenfood, Alcohol, Freshvegetables, Milk,

Backerygoods, Freshmeat, Toiletries, Snacks, and Tinnegoods. The remaining 5

attributes: Gender, Age, Marital, Children, and Working, represent the gender of

the customer, his/her age, his/her marital status, having children or not, and if

the customer is a worker or not, respectively. In the mining step, we applied the

Apriori algorithm implemented within the association rule miner of the WEKA

tool [20].

Before running any association rule mining algorithm, we designed the prototype

of the website that represents the grocery store and the products available in it

as shown in Figure 5.2. Of course, this prototype does not represent all products

available in the grocery store, it just represents the set of products that are avail-

able in the transactions of the tested dataset. A website for the grocery store

need to be built in order to give a good view about it, to support and facilitate

services introduced to customers, and to encourage customers to buy more from

the available products. The website design process starts by identifying the goal

of building this website, looking at the transactions database and trying to un-

derstand its structure, and checking out what kinds of information are available

in the transactions database and whether this information should be presented in
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Figure 5.2: Initial Website Prototype of the Grocery Store

the website or not [103]. Beside this information, we considered some standards

and recommendations adopted by website designers to have a well-structured

website such as every page should be connected directly to the home page, and

every parent page should have direct links to its descendants [46]. Products that

are expected to be sold together, such as Freshmeat and Freshvegetables, are

connected directly to each other. As we mentioned before, we used the Apriori

algorithm discussed in section 2.5.4 to mine for interesting association rules. In

the mining process, we used different minsup and minconf values ranging from

8% to 20% for minsup, and from 70% to 90% for minconf . The best extracted

association rules have been studied and analyzed in order to decide how to invest

them in the process of designing the website of the grocery store. The website

prototype is represented in Figure 5.3. The following rules are an example of the

extracted interesting association rules:
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Figure 5.3: Website Prototype With the Help of Extracted AR’s

1. alcohol=1 milk=1 ==> working=Yes conf:(0.96)

2. alcohol=1 bakerygoods=1 tinnedgoods=1 => readymade=1 conf:(0.81)

Both rules are extracted by setting the minsup value to be 20% for the first rule

and 8% for the second rule. The minconf was set to 90% and 80% respectively.

The first rule says that 96% of customers who buy alcohol and/or milk are work-

ers, and 20% of all customers buy alcohol and/or milk and they are workers.

From this rule, and other similar extracted interesting association rules, an index

page is decided to be created. This index page have direct links to products that

may be of interest for the customers who are workers. As we see in Figure 5.3,

we called this index page offers for workers. It has direct links to Readymade,

Frozenfood, Snacks, Alcohol, and Milk. Those links are represented by the red

dashed arrows. The second rule means that 81% of transactions which contain

Alcohol and/or bakerygoods and/or tinnedgoods contain also readymade, and 8%
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of all transactions contain all ( i.e Alcohol, bakerygoods, tinnedgoods, readymade).

From this rule and other similar interesting association rules, direct links from

Alcohol, bakerygoods, and tinnedgoods to readymade are created. Those links

are represented by the green dashed arrows. Some arrows in the prototype are

bidirectional, that means that the pair of products connected by a bidirectional

arrow are frequently bought together. In other words, customers who buy the first

product buy the second product with, and vice versa. For example, customers

who buy backerygoods buy also readymade with, and vice versa. On the other

hand, uni-directional arrows employ that customers who buy the first product

buy the second product with, but not vice versa. For example, in the prototype

of Figure 5.2, a bidirectional arrow between bakerygoods and milk was created

because we believed that those two products are strongly related to each other,

so they needed to be connected. But from the extracted rules, we found that

a percentage of customers who buy milk buy also bakerygoods. In contrast, we

found no rule which indicates that the customers who buy bakerygoods buy also

milk with. From that, we modified the arrow between those two products to be

one directional arrow from milk to bakerygoods.

As a result, such interesting association rules can be used to design a well-

structured website, plan marketing and advertising strategies which will conse-

quently increase the grocery store overall profit. Furthermore, the main advan-

tage of our method is that it reduces maintenance time and budgetary costs for

websites if they are built taking into account the associations between differ-

ent products, and customer buying habits that can be found in the transactions

database in almost every shop or grocery store. It also permits the sales manager

to focus on the core business and gives him a better view about his products
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and customers which is very helpful in designing retail websites. This method

also participates in improving customer satisfaction and encourages him to be a

frequent buyer.

5.1.2 Method Evaluation

In order to evaluate our method we implemented a simulation tool in Java. This

tool simulates the behavior of customers in both website prototypes which are

the standard website prototype which is built without taking into account ex-

tracted interesting association rules and the improved website prototype which is

built taking into account extracted interesting association rules. We divided our

dataset into two parts. The first part was used to extract association rules that

have been later used in improving the elementary website prototype as discussed

in section 5.1.1. The second part was used in the testing process. In every trans-

action in the dataset, the customer has a list of products he wants to buy. Those

products are considered as to be the set of target products. Every product is

represented by a page in the website prototype. In the elementary prototype in

Figure 5.2, the customer starts at the home page. Then, he starts searching for

his first target product. The first target product is chosen randomly from the set

of target products presented in every transaction. So, he has to go to products

page and from there he searches for his first target product. After that, if there

is a direct link from that target product page to one of the next target product

pages, the new target product page is visited, otherwise he has to backtrack to

products in order to search for the next target products. This process is repeated

until all pages of target products are found.

In the prototype in Figure 5.3, the customer starts at the home page. Then,
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before starting to search for his target products, it is checked if the customer is a

Worker or not. If he is a Worker, then he goes directly to offers for workers page.

From there, he will start searching for his target products. If there exist a direct

link to a product page of a certain product in the set of target products, then

it would be followed. If there is a direct link from that target product page to

one of the next target product pages then the new target product page is visited,

otherwise the customer have to backtrack to offers for workers in order to search

from there for the next target products. If there are no products of the set of

target products presented in the offers for workers, then the customer backtracks

to products in order to search for the rest of his target products until all pages of

target products are found.

In every step in the process of searching for target products, all existing links Li

from any visited page i = 1, 2, ...,m to any other pages are calculated. We defined

the cost CT of every prototype to finish visiting product pages in some transac-

tion T to be the ratio between the sum of all existing links that may be visited

in every transaction
∑m

i=1 Li, and the number of target pages (i.e. products) n,

where n 6= 0:

CT = (
∑m

i=1 Li)/n

The lower the value of CT is, the higher the efficiency of the prototype is to find

target products in transaction T . In other words, the customer will need less time

and effort in order to reach his target products as the value of CT becomes lower.

We ran the simulation tool at both prototypes simultaneously. We assumed

that we have a total of 100 products in the grocery store. Figure 5.4 shows

the average costs of both prototypes to finish 500 transactions. The columns

represent the average costs with respect to different number of products in both
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Figure 5.4: The Average Costs of Both Prototypes

prototypes. The blue columns (titled Standard) represent the average costs of

the elementary prototype in Figure 5.2. The green columns (titled Improved)

represent the average costs of the improved prototype in Figure 5.3. In the

improved prototype, the average cost is reduced to 62% in comparison to the

average cost of the standard prototype. Our method reduced the cost in the

improved prototype up to 90% for some transactions in comparison with the

costs of the standard prototype.

5.2 Classification and Clustering During the De-

sign Phase

Clustering and classification are two data mining techniques that play an impor-

tant role in our methodology [4; 6; 7]. Clustering is the process of partitioning

a given population of events or items into sets of similar elements, so that items
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within a cluster have high similarity in comparison to one another, but are very

dissimilar to items in other clusters [12]. In web usage mining there are two main

interesting clusters to be discovered: usage clusters and pages clusters [52]. The

authors in [56] present an approach to cluster web pages to obtain high quality

clusters of web pages and use those clusters to produce index pages, where index

pages are web pages that have direct links to pages that may be of interest of

some group of website navigators. In [57] clustering techniques are applied to web

log file to discover those subsets of web pages that need to be connected and to

improve the already connected pages. The authors in [33] use a clustering algo-

rithm which identifies groups of similar sessions, allowing the analysis of visitor

behavior.

In contrast to clustering, classification is dividing an existing set of events or

transactions into other predefined sets or classes based on some characteristics. In

web usage mining, classification is used to group users into predefined groups with

respect to their navigation patterns in order to develop profiles of users belonging

to a particular class or category [52]. The work in [60] proposes an approach to

reorganize a website based on user access patterns and the classification of web

pages into two categories: index pages and content pages. [91] introduces the

System L-R recommendation system which constructs user models by classifying

the web access and recommends relevant pages to the users based both on the

user models and the web content. In [93], the authors propose a web mining

strategy for web personalization based on a novel pattern recognition strategy

which analysis and classifies users taking into account both user provided data

and navigational behavior of the users. They present the Referrer Based Page

Recommendation, RBPR, that uses information about a visitor’s browsing con-
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text (specially, the referrer URL provided by the HTTP) to suggest pages that

might be relevant to the visitors underlying information needs.

In this section, we will see how we apply clustering and classification data

mining tasks to support retail website design during the design phase as discussed

in the previous section.

5.2.1 Experimental work

For the experiments, we used a dataset that represents customer transactions in

an electronics store. This dataset contains information about customers profiles,

transactions, purchases, and store branches. A website for this company is de-

cided to be built to give a good view about its work, to support and facilitate

services introduced to customers, and to encourage customers to buy more from

its products. The website design process starts by identifying the store’s goal

from building this website. The website designer looks at the dataset and try to

understand its structure, check out what kind of information is available in the

dataset and whether those information should be presented in the website or not

[103]. Beside that information the website designer considers some standards and

recommendations adopted by website designers to have well-structured websites

such as every page should be connected directly to the home page and every par-

ent page should have direct links to its descendants [45; 49]. Figure 5.5 shows a

screen shot of the resultant website design.

The website is well-designed with respect to website designers standards. Ev-

ery page has a consistent navigation link to move around in the website. When

a user logs in, a number of random products are offered to him. When he vis-

its some product page, a list of related products are introduced to him. Those
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Figure 5.5: Standard Website Design

products are related to the current product with respect to product type and

manufacturer.

For example, in Figure 5.5, the customer choosed to buy Canon Digital Camera.

From that, a list of other cameras and related products from the same manufac-

turer and other manufacturers are presented to the customer in order to be able to

compare the same product from different manufacturers with respect to different

attributes. To improve the design of this retail website, we used different classi-

fication and clustering algorithms implemented in the data mining tool WEKA

[20] to mine the transactions dataset of the electronics store. For classification

we used the ADtree and the J48 algorithms. The ADtree is an implementation
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of Freund and Mason [104] Alternating Decision Tree Algorithm. In addition

to classification, the ADtree gives a measure of confidence called the classifica-

tion margin [105]. J48 algorithm is an implementation of the C4.5 decision tree

learner [25]. The algorithm uses the greedy technique to induce decision trees for

classification. A decision-tree model is built by analyzing training data and the

model is used to classify unseen data. For clustering we used the SimpleKmeans

algorithm. The SimpleKmeans algorithm clusters data using the K-Means algo-

rithm. The K-Means algorithm takes the input parameter k, and partitions a set

of n objects into k clusters so that the resulting similarity within the cluster is

high but the similarity with other clusters is low. Cluster similarity is measured

in regard to the mean value of the objects in the cluster [12]. In the experiments

we used different numbers of clusters to be generated ranging from 2 to 10 clus-

ters. After tuning the number of generated clusters, we found that 5 clusters is

the most suitable number of clusters as it can give very descriptive results. After

running the above mentioned algorithms, a lot of interesting patterns have been

extracted. In all of the above algorithms, the extracted patterns were saved for

visualization in order to ease the process of data analysis.

We summarized those interesting extracted patterns in Figure 5.6. As we see

in the flowchart in Figure 5.6, we divided the customers with respect to their

biographic information: sex, age, and address into five classes. The first class is

the Male customers living in Hamburg (Cluster0). The second class is the Male

customers living in Munich (Cluster1). The third class is the Female customers

who are living in Hamburg and ≥ 36 years old (Cluster2). The fourth class is

is the Female customers who are living in Hamburg but less than 36 years old

(Cluster3). The last class is the Female customers living in Munich (Cluster4).
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Figure 5.6: A Summary of the Interesting Extracted Patterns

Each class has a list of products that may be of interest for its members. The

products are ordered in the list with respect to buying frequency. The most

frequently bought product is the first one in the list. On the other hand, the

least frequently bought product is the last one in the list. In order to improve

the standard website design in Figure 5.5, we took into account the previously

extracted patterns in the design process. Figure 5.7 shows a screen shot of the

improved website design. After the customer logs in, depending on his biographic

information, he is assigned to one of the clusters mentioned above (see Figure 5.6).

From that, a list of products that may be of interest for him are introduced

to him. Through this process, we encourage the customer to buy more from the

available products, give him the opportunity to have a look at some products that

may be of interest for him. Furthermore, we ease the process of product search

so that the customer can reach his target product in an efficient time and the
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Figure 5.7: Improved Website Design

navigation process will be optimized. This factor is very important in winning

customers loyalty and changing them to be frequent buyers. This is because, in

most cases, if the customer did not find his target product in a specific time, he

will give up and starts to search for another shop or provider in which he may

find his target product(s) in.

As a result, such interesting extracted patterns from clustering and classification

can be used to design a well-structured retail website, plan marketing and ad-

vertising strategies which will consequently increase the electronics store overall

profit.
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5.2.2 Method Evaluation

In order to evaluate our method we implemented a simulation tool in PHP. The

tool simulates the behavior of customers in both websites. We call the first web-

site the standard website, which is built without taking into account patterns

extracted from the electronics store transactions dataset using clustering and

classification. On the other hand, the improved website is the one built taking

into account interesting extracted patterns from the electronics store transactions

dataset using clustering and classification techniques. In every transaction in the

dataset, the customer has a list of products he wants to buy. Those products

are considered as to be the set of all target products. Every product is repre-

sented by a page in both websites. We defined the session time Timec for some

customer C to be the amount of time needed to buy all target products as follows:

Timec =
m∑

i=1

(x1 · t1)︸ ︷︷ ︸
X

+
n∑

i=1

((x2 · t1) + t2)︸ ︷︷ ︸
Y

, where

X: The total time needed to reach a product that belongs to the of-

fered list of products

Y: The total time needed to reach a product that does not belong to

the offered list of products, in addition to the time needed to search

for this product

m: Number of products that belong to the offered list of products

n: Number of products that do not belong to the offered list of prod-

ucts

x1: Number of web pages needed to reach the web page of a product
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belonging to the offered list of products

x2: Number of web pages needed to reach the web page of a product

not belonging to the offered list of products

t1: Time needed to load a web page

t2: Time needed to fill the search form

For example, if some customer bought three products, two product belong to the

offered list of products, and one product is outside the list of offered products.

The overall time will be calculated as follows. Two seconds to load a web page

(t1) and 7 seconds to fill the search form (t2). We set x1 to be 1 (i.e. the customer

need one web page to reach a product belonging to the offered list of products)

and x2 to be 3 (i.e. the customer needs three web pages to reach a product not

belonging to the offered list of products). Then the overall time will be calculated

as follows:

Timec =
2∑

i=1

(2 · 2) +
1∑

i=1

(3 · 2) + 7) = 21 Seconds

Measuring the session time starts from customer log-in time until buying the last

product by clicking on Confirm button. Figure 5.8 shows the average session time

needed to finish all customer transactions with respect to customers clusters. The

figure shows a clear difference between the session average times in both standard

and improved websites. The sessions average time of the improved website is

reduced to 51% of the sessions average time of the standard website. Table 5.1 is

a comparison between the efficiency of both websites with respect to transaction

times where:

A: Number of transactions where Time(standard) > Time(Improved)

B: Number of transactions where Time(standard) = Time(Improved)

C: Number of transactions where Time(standard) < Time(Improved)
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Figure 5.8: Average Session Times Needed to Simulate Customers Transactions

in Both Websites

Beside evaluating the efficiency of both websites by simulating customer behav-

ior in them, we made a manual evaluation by allowing a number of persons to

navigate in both websites. A random of 50 transactions have been taken from

the transactions dataset. Every person has been given a list of target products

he need to buy. In this case, the target products are the products that belong to

a specific transaction of the chosen 50 transactions. Then, we allowed the users

Table 5.1: A Comparison of Session Times Within Different Clusters

Cluster A B C

0 385 149 13

1 359 37 1

2 137 9 0

3 301 37 1

4 385 52 3
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Figure 5.9: Time Needed to Finish 50 Transactions Manually

to use both websites (standard and improved) in order to search for their target

products. After that, the sessions times were measured as previously mentioned

for both websites. Figure 5.9 shows the resulted navigation time in both websites

to complete the sessions of 50 transactions.

5.3 Datasets Availability

One of the main problems we faced from the beginning of this dissertation work,

is finding a suitable dataset that represents customers transactions in some com-

pany, store, or business to run our experiments. Even though there are a lot of

internet resources that provide repositories of sample datasets such as the UCI

Knowledge Discovery in Databases Archive1, those datasets are mostly synthetic

datasets, do not provide enough information that meets our experimental needs,

1http://kdd.ics.uci.edu/
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and as far as we know there is no dataset presented in such repositories represents

a real dataset of customers transactions in a physical store or business. This is

because most businesses do not want to make their data public. On one hand, for

the purpose of preserving customers privacy. On the other hand because they do

not want their competitors see their data and know how their business is running.

One of the available solutions for such problem is the idea of synthetic dataset

generators which will be discussed in detail in Chapter 7.
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Chapter 6

Temporal Frequent Itemset

Mining for Enhanced Marketing

Temporal data mining is the process of mining databases that have time gran-

ularities [106]. The goal is to find patterns which repeat over time and their

periods, or finding the repeating patterns of a time-related database as well as

the interval which corresponds to the pattern period [107]. In section 6.2, beside

the usage of interesting association rules, we will see how we use the association

rules that do not satisfy minimum requirements (i.e. have support and confidence

values less than the user specified minsup and minconf respectively) in the de-

cision making process [8]. Then, in section 6.3, we present a new method to mine

for interesting frequent itemsets. Our method based on the idea that interseting

frequent itemsets are mainly covered by many recent transactions [9].

6.1 Related Work

Association rules mining techniques are used in web usage mining to find pages

that are often viewed together, or to show which pages tend to be visited within
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the same user session [61]. The authors in [63] propose an approach for pre-

dicting web log accesses based on association rule mining. In web usage mining,

sequential pattern mining could be used to predict user’s future visit behaviors.

[68] suggests using adaptive websites to attract customers using sequential pat-

terns to display special offers dynamically to them. The work presented in [108]

studies the problem of association rules that exist in certain time intervals and

thus display regular cyclic variations over time. In [109] the authors present an

algorithm that utilizes the transaction time interval of individual customers and

that of all customers to find out when and who will buy products, and what items

of products they will buy.

The work in [110] presents a visualization technique to allow the user to

visually analyze the rules and their changing behaviors over a number of time

periods. This enables the user to find interesting rules and understand their

behavior easily. This approach differs from our approach in that it does not take

into account in the decision making process rules that are semi-interesting, that

either could be a part of the set of interesting association rules in the next time

period, or they were a part of that set in the last period of time. As far as we

know, there is no previous work that takes semi-interesting association rules into

account in the process of analyzing association rules.

6.2 Periodical Association Rule Mining

Assuming that we have a physical store which has a dataset of customers trans-

actions and that the store sells also its products online through its own website,

and we have a log file that records users sessions and navigations in the online
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store, our method is summarized as follows.

1. Periodical mining for association rules. The period length is user specified.

It depends on different factors such as the type of products available in the

store, the expected time of the change of users behavior, how often we add

new products to the products set, or remove some products from that set.

For example, a store that has frequent addition/removal of products should

have a shorter time period than that of stable products.

2. From the first step we get three types of association rules:

• Interesting Association Rules which are rules that have support

and confidence values greater than or equal minsup and minconf re-

spectively.

• Semi-interesting Association Rules which have support and confi-

dence values less than the user-specified minsup and minconf respec-

tively. But their values are close to minsup and minconf values. For

example, if the minsup is 10% and we have an association rule that

has a 7% support value, then this rule is considered a semi-interesting

association rule.

• Non-interesting Association Rules which are rules that have sup-

port and confidence values much lower than the user-specified minsup

and minconf values respectively. For example, if the minsup is 10%

and we have an association rule that has a 2% support value, then

this rule is considered a non-interesting association rule. Those rules

represent products that have weak sales.
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Figure 6.1: The Interestingness of Association Rules of a Set of Products With

Respect to Different Time Periods

3. Use these three types of association rules to make decisions. Interesting

association rules give an idea about the relationship between different prod-

ucts. For example, how often are two products sold together. From that we

can, for example, make offers/discounts in order to encourage customers to

buy from those products. Figure 6.1 represents the behavior of association

rules of a set of products through different time periods. X -axis represents

the time in which association rules through that set of products, during t0,

..., t3 time periods, are extracted. Y -axis represents the interestingness

of association rules represented by different support values. The first sec-

tor represent non-interesting association rules represented by << minsup.

The second sector represents semi-interesting association rules represented

by < minsup. The upper sector represents interesting association rules and

represented by >= minsup.
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t0 is the first time period in which we start to sell that products. We

see no interesting association rules in that period of time. Then, in t1

time period, we get three types of association rules: non-interesting, semi-

interesting, and interesting association rules. Non-interesting association

rules represent the products that still have weak sales. Usually, the sales

of some products are weak because either they are recently added to the

products set, or the customers are not familiar with such products. In both

cases, more promotions need to be made in order to increase the sales of

those products taking into account the marketing strategies followed by the

store. If the products have interesting association rules between them, then

they are considered well-sold products.

Semi-interesting association rules represent the products that start to have

good sales but they are not good enough to be considered well-sold prod-

ucts. This gives also an indication that those products may be a part of

the well-sold products set in the next time period. In order to make them

well-sold products, we can improve, adjust, or implement new marketing

strategies, and make promotions or offers for those products to encourage

customers to buy more from them which may bring that products to the

set of well-sold products. The curve in the third time period t2 represents

intersting association rules. The goal is to keep the products in the set of

well-sold products as long as possible.

In the fourth time period t3, the products start to have decreased sales be-

cause of some reasons, for example the availability of competitive products

in other companies. To solve this problem, we can improve the sales of those

products by making good offers for those products in a way that attracts
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the customers to our products and keep them away from other competitive

products which will bring our products back to the well-sold products set

and keeps them in that set a longer time.

In that way we give the sales manager a better view about his products and

their behavior, and help him to make right decisions and better marketing

strategies. We can also predict and control the next best sales which will

consequently increase the store’s overall profit.

Our method can be applied to both the transactions database of the store

and to the log file of the website of the store in the case that the store

has its own website and sells its products online. In the case of mining the

log file of the store’s website, we can use the extracted association rules to

improve/maintain the structure of the website, improve the way that some

products are presented to the customer, invest the store website to make

offers and promotions, and improve the marketing strategies to meet the

basic requirements of the store.

6.3 Temporal Frequent Itemset Mining

A fundamental problem for mining association rules is mining frequent itemsets.

In a market basket transaction dataset, frequent itemset mining is the process of

searching for itemsets that a set of customers likely to purchase in a given visit to

the store. In our approach [7; 9], we study the behavior of frequent itemsets with

respect to time. This is done through mining for frequent itemsets in different

time periods. Top level goal of our temporal analysis is to filter for interesting

frequent itemsets. We argue that interesting frequent itemsets are mainly covered
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by many recent transactions.

Supposing that we have a dataset that represents the log of some website. The

web log consists of a set of records R that represent user requests. Every request

consists of a client IP address, the requested URL, and the time stamp t, when the

URL is requested. Most websites implement user tracking in some way, mostly

using cookies. This makes it possible to map the client IP address to some user

ID, which is unique for a user. This avoids difficulties with users, whose IP

address changes over time. A session is created by taking consecutive requests of

a particular user with small waiting time twait between the consecutive requests

and a maximum session time length tmax. We consider the time stamp of the

first request of a session to be the time stamp of the session. As a result, we get

the session which is a sequence of visited URL’s with a time stamp. The set of

all sessions S may include multiple sessions of the same users. The set of unique

URL’s of all sessions in S forms the set of items I used for frequent itemset mining

in the next step. The sessions in S are transformed to transactions by removing

the duplicate URL’s which may appear several times during a single session. So,

we have a one to one mapping from the set of sessions S to the set of transactions

T .

The set FI include all frequent itemsets f ⊂ I, which are covered by more

than minsup transactions. The frequent itemsets can be found from T by the

Apriori algorithm. Those frequent itemsets represent URL’s that are frequently

visited together by the users.

In order to include the temporal information into our analysis, for each fre-
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quent itemset f ∈ FI, the set of covering transactions cover(f) are found:

f ∈ FI, cover(f) = {t: t ∈ T, f ⊂ t} (6.1)

Since a transaction t ∈ T corresponds to exactly one session in s ∈ S, we can

trace back the time stamp of s once we know t. So, we construct a time series for

each frequent set f ∈ FI as follows. First, all covering transactions cover(f) are

determined for f . Second, the set of time stamps of the session corresponding

to all t ∈ cover(f) is found. Then, the found set of time stamps is ordered and

forms the time series sf corresponding to the frequent itemset f . Note that the

length of sf equals the support of f :

f ∈ FI, length(sf ) = support(f) ≥ minsup (6.2)

The set of time series for all frequent itemsets is denoted by TS.

Definition: A frequent itemset A is interesting if tc −median(sA) ≤ δ where tc

is the current time, sA is the ordered time series of the frequent itemset A, and

δ is a positive number that represents a time threshold.

That means finding all frequent itemsets from the transactions within time

interval [tc − δ, tc] with respect to minimum support minsup/2 gives a super set

of all interesting frequent itemsets. Figure 6.2 shows an example of interesting

and non-interesting frequent itemsets. The frequent itemsets {b, d} and {a, b, c}

are not interesting because the median is outside the time interval [tc − δ, tc]. It

is also clear that the frequent itemset {a, b, c} is too old to be interesting. On the

other hand, {a, e, f} is interesting because the median of its time series is within

the determined interval. A neccessary condition for interesting frequent itemset

A is:
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Figure 6.2: Interesting and Non-interesting Frequent Itemsets

tc −Qp(A) ≤ δ with p = 1− minsup
2×sup(A)

where Qp(A) is the Quantile p of the time

series of set A.

The quantilep of the ordered set A of values is a number x such that a proportion

p of the set are less than or equal to x. For example, the quantile0.25 (called also

the quartile) of an ordered set of values is a value x such that 25% of the values

of the set are below that value, and 75% of the values are above that value. The

quantile0.5 (same as the median) is the central value of the set, such that half the

values are less than or equal to it and half are greater than or equal to it.

The usage of the above condition means finding all frequent itemsets from the

transactions within the time interval [tc− δ, tc] with respect to minimum support

minsup′ = minsup/2, gives a super set of all frequent itemsets. This is because

when the frequent itemset A is interesting, then tc−median(sA) ≤ δ, and because

the median is the central values of the frequent itemset, then we need at least half

of the interval [tc − δ, tc]. If the itemset is interesting, then it should definitly be
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Figure 6.3: An Example of Using the Necessary Condition

frequent. Therefore, minsup/2 supporting transactions should be in the interval

[tc− δ, tc]. This condition can be used either as a preprocessing step to search for

frequent itemsets within the determined interval, or as an extension to the Apriori

algorithm to prune non-interesting frequent itemsets. Figure 6.3 is an example of

applying this condition. In this example, we have the minsup = 10. When using

this condition, the search for frequent itemsets will be within the interval [tc−δ, tc]

with minsup’ = 10/2 = 5. From that, we get a super set of all interesting frequent

itemsets. The 3-candidate frequent itemset with minsup′ = 5 is {a,b,e}. On the

other hand, the 3-candidate frequent itemsets with minsup=10 are {a,b,c} and

{a,b,e}. Candidates for interesting frequent itemsets are (interesting frequent

itemsets are underlined):

{a}, {b}, {c}, {e}

{a,b}, {a,c}, {a,e}, {b,e}

{a,b,e}
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On the other hand, all frequent itemsets are :

{a}, {b}, {c}, {e}

{a,b}, {a,c}, {a,e}, {b,c}, {b,e}

{a,b,c}, {a,b,e}

Using this method, we reduced the cost of searching for frequent itemsets. This

method can be used to improve the search strategy implemented by the Apriori

algorithm. A time series sf of a frequent itemset f is an ordered sequence of time

stamps of the covering transactions. This set will be helpful in finding out what

kind of changes are occurring in which time periods. This can give an indication

of the behavior of users with respect to time. We can find why some pages are

frequently visited and why others not. Through that we can get a better view

about our pages, and also about the users visiting our website. We can predict

the future behavior of users depending on the periodical behavior of the users

that we have already extracted.

6.4 Experimental Work

For the experiments we used a dataset that contains the preprocessed and filtered

sessionized data for the main DePaul CTI Web server 1. The data is based on

a random sample of users visiting this site for a 2 week period during April of

2002. Each session begins with a line of the form:

SESSION #n (USER_ID = k)

where n in the session number, and k is the user id. There may be multiple con-

secutive sessions corresponding to the same user id (repeat users). Each sessions

1http://www.cs.depaul.edu
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ends with a ”dashed line”. Within a given session, each line corresponds to one

pageview access. Each line in a session is a tab delimited sequence of 3 fields:

time stamp, pageview accessed, and the referrer. The time stamp represents the

number of seconds relative to January 1, 2002.

In order to illustrate what we made in our experimental work, let us take a sample

of three sessions that could be found in the web log file.

SESSION #1 (USER_ID = 11)

9374553 /news/default.asp /news/

9374590 /people/search.asp?sort=pt /news/default.asp

9374610 /people/facultyinfo.asp? /people/search.asp?sort=pt

9374685 /news/default.asp /people/facultyinfo.asp

9374720 /courses/ /news/default.asp

------------------------------------------------------------

SESSION #2 (USER_ID = 22)

9185108 /admissions/ /programs/

9185138 /news/default.asp /news/default.asp

------------------------------------------------------------

SESSION #3 (USER_ID = 33)

9226945 /people/search.asp?sort=pt /people/

9226975 /people/facultyinfo.asp? /people/search.asp?sort=pt

9227072 /advising/ /courses/

9227098 /people/search.asp?sort=pt /news/default.asp

After preprocessing which includes the removal of redundant URL’s within

every session, considering the time stamp of the first request in every session as

the time stamp of the session, and the removal of the referrer we get:

SESSION #1 (USER_ID = 11)

9374553 /people/search.asp?sort=pt

/people/facultyinfo.asp

/news/default.asp
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/courses/

------------------------------------

SESSION #2 (USER_ID = 22)

9185108 /admissions/

/news/default.asp

------------------------------------

SESSION #3 (USER_ID = 33)

9226945 /people/search.asp?sort=pt

/people/facultyinfo.asp

/advising/

/news/default.asp

Then we build the set of items which consists of the set of unique URL’s of

all sessions:

Set of items I = {/people/search.asp?sort=pt, /people/facultyinfo.asp,

/news/default.asp, /courses/, /admissions/, /advising/}

We then used the Apriori algorithm to mine for frequent itemsets. We set

the minimum support to be 20% which is equivalent to minimum support count

equal to 2.

Candidate 1-itemset = {

/news/default.asp (support count =3),

/people/search.asp?sort=pt( support count =2),

/people/facultyinfo.asp(support count =2)}

Candidate 2-Itemset = {

{/news/default.asp, /people/search.asp?sort=pt}(support count = 2),

{/news/default.asp, /people/facultyinfo.asp}(support count =2),

{/people/search.asp?sort=pt, /people/facultyinfo.asp}

(support count= 2) }

Candidate 3-Itemset = {
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/news/default.asp, /people/search.asp?sort=pt,

/people/facultyinfo.asp(support count= 2) }

Candidate 3-Itemset represents the frequent itemset f . The set of covering trans-

actions for the frequent itemset f are in session #1 and session #3 which have

the time stamps 9374553 and 9226945 respectively. The time stamps are then

ordered to get the time series corresponding to the frequent itemset f :

sf={ 9226945, 9374553}

The experimental results we have got were not representative enough to reflect

the applicability of our approach. Such bad results were expected because the

dataset we used was not the one we need. On one hand, because the time interval

of the transactions is too small (2 weeks) which is not enough to test our ideas. On

the other hand, the transactions represent user sessions in a university website,

and usually the transactions recorded in the web log file of university websites are

not more than course registration, search for an assignment, etc. The dataset we

need to run an effective experiment should have a big time interval for example

a dataset that represents customers transactions in a retail website within two

years. As far as we know such dataset does not exist especially when we talk

about time stamped datasets. This lack of such datasets amplifies the need to

develop time stamped transactional datasets generators which is the subject of

the next chapter.

6.5 Application Fields

This method can be applied in different fields. One application field is in search

engine log files for example to find out the most frequently searched keywords in
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the last time period. Another application field is in web usage mining for example

to find out the most visited web pages in the last 3 months in some website. It

can also be applied to a transaction dataset in a physical store or business to find

out the most frequently bought products or used services in the last time period.

Any other problem that needs to study the behavior of some items with respect

to time can be a good application field.
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Chapter 7

Synthetic Temporal Dataset

Generation

The problem of finding a suitable dataset to test different data mining algorithms

and techniques and specifically association rule mining for market basket Analysis

is a big challenge. A lot of dataset generators have been implemented in order

to overcome this problem. ARtool is a tool that generates synthetic datasets and

runs association rule mining for market basket analysis. But the lack of datasets

that include time stamps of the transactions to facilitate the analysis of market

basket data taking into account temporal aspects is notable. In this chapter, we

present the TARtool. The TARtool is a data mining and generation tool based

on the ARtool [10]. TARtool is able to generate datasets with time stamps for

both retail and e-commerce environments taking into account general customer

buying habits in such environments. We implemented the generator to produce

datasets with different format to ease the process of mining such datasets in other

data mining tools. An advanced GUI is also provided. The experimental results

showed that our tool overcomes other tools in efficiency, usability, functionality,

and quality of generated data.
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7.1 Temporal Dataset Generation

Data mining is the process of finding interesting information from large databases.

An important field of research in data mining is market basket analysis. The

authors in [111] list the most challenging problems in data mining research. One

of these problems is mining sequence data and time series data. Temporal data

mining [106] is the process of mining databases that have time granularities.

The goal is to find patterns which repeat over time and their periods, or finding

the repeating patterns of a time-related database as well as the interval which

corresponds to the pattern period [107]. The work presented in [108] studies the

problem of association rules that exist in certain time intervals and thus display

regular cyclic variations over time.

Most of association rule mining algorithms designed for market basket analysis

have their focus on finding strong relationships between different items in the

market basket data. Recently, researchers aim not only at finding relationships

between different items in the market basket, but also at finding an answer to

important questions with temporal dimensions such as:

• Are there any relationships between items and specific days of the week?

• Which temporal dependencies exist between distinct items?

• Which seasonal distances exist between the purchase of the same item?

• How does the sales behavior of a set of products change over time?

Because of the increasing importance of temporal data mining as an interesting

field of research, researchers look for datasets that have temporal attributes to
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test, develop, or improve their algorithms for temporal data mining. Those al-

gorithms may also be of interest in many other topics of research that imply a

temporal aspect such as weather data or stock market data. Unfortunately, the

availability of temporal data for downloading from the web is very low, especially

when we talk about temporal market basket data. This unavailability of suitable

datasets leads to the conclusion, that we need to generate market basket datasets

with time stamps to test and develop data mining algorithms taking into account

temporal granularities.

Since market basket analysis is an important tool for improved marketing,

many software solutions are available for this purpose. Business tools like Mi-

crosoft SQL Server 2005 [112] or IBM DB2 Data Warehouse [113] focus on the

analysis of relational business data. Software tools which are available for free

download like ARMiner [114], ARtool [115], or WEKA [20], are more dedicated

to research. They do not only analyze data, but also give additional information

on the effectiveness of algorithms performed. So, in order to generate data to

be used by those tools, we have to investigate which kinds of datasets can be

generated.

7.2 Datasets for Association Rule Mining

A normal transaction consists of a transaction-id and a list of items in every

row or sentence. Sometimes, the items are represented as boolean values 0 if the

item is not bought, or 1 if the item is bought. But the commonly used format

for market basket data is that of numeric values for items without any other

information:
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1 3 5 9 11 20 31 45 49

2 3 5 8 10 13 17

3 7 11 12 15 20 43...

This format has to be converted in order to be used by ARMiner and ARtool,

since those tools can only evaluate binary data. ARMiner and ARtool have a

special converter for that purpose which have to be performed before analyzing

the data. WEKA needs a special ASCII-Data format (*.arff) for data analysis

containing information about the attributes and a boolean representation of the

items. Since there is no unique format for input-data, it is impossible to evaluate

the same dataset in one format with different tools. In this chapter, we present a

dataset generator that is able to generate datasets that are readable by ARMiner,

ARtool, WEKA, and other data mining tools. Additionally, the generator has

the ability to produce large market basket datasets with time stamps to simulate

transactions in both retail and e-commerce environments.

7.3 Real World Versus Synthetic Datasets

In the beginning of data mining research, generated data was mostly used to

test or develop algorithms for market basket analysis. Meanwhile, there are both

generated and real world datasets available for download which can be found

in data mining related websites. But both types of data suffer from different

drawbacks. Real world datasets can be influenced or made unusable by:

• Incomplete or missing attributes.

• Seasonal influences like religious occasions.

• Marketing for special products.
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• Good or bad weather.

• Location, e.g. in or outside the town.

Therefore, some researchers prefer generated datasets. But they also have

some drawbacks such as:

• The quality of the data depends on the generator used.

• They do not really reflect customers purchasing habits.

• Algorithms performances differ when performed on generated data.

The study in [116] compares five well-known association rule algorithms using

three real-world datasets and an artificial dataset from IBM Almaden. The au-

thors showed that algorithms Apriori, FP-Growth, Closet, Charm, and Magnum-

Opus do not have the same effectiveness on generated data as they have on real

world data. The authors in [117] showed visually the differences between sim-

ulated data and supermarket data. They found that support and confidence of

itemsets with a small support are higher in supermarket data than in generated

data.

7.4 Dataset Generators and Software Solutions

There are many software solutions for data mining, and specifically market basket

analysis. The following tools belong to the well-known data mining and genera-

tion software solutions.
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7.4.1 The IBM Generator

In the literature, a lot of researchers use the IBM generator provided by the

Almaden Research Center to run their experiments and test their algorithms. The

generator is described in [28], and it is free for download 1. But this generator

is no longer provided by IBM, and other implementations written in C/C++,

which are available for download, produce compile errors when executed.

7.4.2 The DatGen Generator

The DatGen generator [118] is more suitable for the purpose of classifications than

association rule mining. It provides a dataset with tuples and certain constraints

that can be declared. It can neither produce time stamps nor itemsets and does

not meet the needs of market basket dataset.

7.4.3 An E-Commerce Generator

The dataset generator developed by Groblschegg [119] produces datasets for an e-

commerce market basket. It depends on Ehrenberg’s Repeat-Buying-Theory [120],

which refers to seasonal customer habits. Ehrenberg used for his studies the so-

called consumer panels to derive information on the intervals consumer used to

purchase certain products. The generator of Groblschegg uses these intervals

to generate market basket data by producing purchasing time stamps for each

product and customer on a time axis. This time axis is cut by the intervals into

transactions for every customer. The generator produces time stamps for the

transactions as decimal numbers between 0 and 1, which are not really suitable

1http://www.almaden.ibm.com/cs/quest/syndata.html
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for temporal data mining, because they cannot be mapped to attributes like

specific day of a week or hour of a day.

7.4.4 ARMiner

ARMiner [114] is an open source Java tool for data mining from the University

of Boston, Massachusetts. As mentioned before, it can analyze binary sequential

datasets by performing different algorithms. It finds frequent itemsets and associ-

ation rules depending on the specified minsup and minconf values. Effectiveness

of algorithms can be evaluated by execution time and required passes over the

dataset. Datasets and algorithms can be added dynamically. Furthermore, there

is a test data generator available. The software is executed in the command line.

There is no GUI.

7.4.5 The ARtool Generator

ARtool [115] is an enhancement of ARMiner, with nearly the same capabilities. It

has a GUI. A few functions can only be executed in the command line. It has some

more algorithms implemented, but it can only analyze the same binary datasets

as ARMiner. ARtool has also a test data generator. The ARtool generator is a

Java implementation of the IBM generator. It uses the parameters and variables

described in [28] to generate market basket data. The parameters, which are

entered in a panel of the GUI (see Figure 7.1), are as follows:

• Name and description of the dataset produced.

• Number of items.

• Number of transactions.
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Figure 7.1: The ARtool GUI

• Average size of transactions.

• Number of patterns.

• Average size of pattern.

• Correlation level.

• Corruption level.

Defaults are provided and a progress bar shows the generation process. The

output is, as mentioned, a sequential binary dataset with a header containing

dataset name, description, the generated item names C1, ..., Cn, the number of

102



7.5 Enhancements for ARtool

transactions and items, and consecutively the transactions. To read this format,

it has to be converted by a conversion tool provided by ARtool. The conversion

tool can only be executed in the command line, not in the GUI.

7.4.6 WEKA

WEKA [20] is a tool from the University of Waikato, New Zealand, and is much

more comprehensive than ARMiner or ARtool. It is designed for evaluating spe-

cial ASCII-Datasets and relational data. It gives information on the effectiveness

of algorithms and can visualize results. In general, it has much more function-

ality than ARMiner or ARtool, but it has no dataset generator available. From

previous, we can say that there is no tool designed for the purpose of temporal

data mining. Furthermore, there is no algorithm in any tool on-hand, that can

generate dataset with time stamp functionality. We need a dataset generator that

is able to generate temporal market basket data to ease the process of market

basket analysis.

7.5 Enhancements for ARtool

As a result, we can say that ARtool synthetic dataset generator is the mostly re-

ferred to and used generator. TARtool is an enhancement to the ARtool. TARtool

includes the following enhancements:

• Generate datasets for retail and e-commerce environments.

• Generate a time stamp for each transaction.

• Generate dataset that are readable by ARtool, WEKA, and other data

mining tools.
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• The possibility to mine those temporal datasets with algorithms provided

in both tools and other data mining tools.

Figure 7.2: The TARtool GUI

All these features can be entered as parameters in the GUI. An example is pro-

vided in Figure 7.2. New parameters to enter are:

• Check box for dataset generation with time stamps.

• Start date and end date for the time stamps of the generated dataset.

• Buttons to choose between dataset generation for retail or e-commerce en-

vironment.

• Up to two daily peaks per day with more transactions in a specific time.
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• Check box for generation of additional datasets with same values readable

by WEKA and some other data mining tools (.arff format).

The output provided when generating a dataset with time stamp has ASCII-

format with the dataset extension ”.dat”. An example output file looks like this:

1193987598500 (Fri Feb 01 08:13:18 CET 2008) 2 7 8 9 10

1193988231400 (Fri Feb 01 08:24:51 CET 2008) 4 5 8 9

1193988790000 (Fri Feb 01 08:29:10 CET 2008) 2 4 7 8 9

1193989366400 (Fri Feb 01 08:42:46 CET 2008) 4 5 6 7 8 9 10

1193989925900 (Fri Feb 01 08:52:05 CET 2008) 4 5 6 7 8 9

1193990696300 (Fri Feb 01 09:04:56 CET 2008) 2 4 5 6 7 8 9 10

This ASCII-file can be selected in TARtool as a database to be mined. The

output consists of a time stamp as a 4-byte long value, containing the seconds

since 1/1/1970 (the first column in the sample dataset above). This value is

provided by the Java-Classes Date and Gregorian Calendar and can therefore

easily be implemented in other software to handle the time stamp for analysis.

Additionally, there is a readable version of the time stamp provided to see what

time stamps have been generated, followed by the numerical product lists, which

are generated according to the algorithm described by [28].

7.6 Time Stamp Generation

The time stamp generation depends on the Start date and End date provided

in the chosen environment (i.e. retail or e-commerce). When retail environment

is selected, the time stamps will be generated weekly from Monday to Saturday

from 8am to 8pm. Sundays and holidays are omitted. On the other hand, If

e-commerce is selected, time stamp generation will be consecutive 7 days a week,
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24 hours a day. In a supermarket, there are no uniformly distributed purchases,

but there are hours with a big sales volume, and hours with less. To simulate

this distribution, an algorithm was implemented to achieve a rather realistic sales

volume over all hours of the day. Based on the Retail Market Basket Data Set

provided by [121] as well as the work in [122] and [123], there exists a weekend-

peak of purchases from Thursday to Saturday with a sales volume of about a

factor of 1.5 more than that of Monday through Wednesday.

E-commerce transactions are not comparable to classical supermarket data, be-

cause e-commerce market baskets contain normally only few purchases, for in-

stance, items for entertainment, or technical purchases. According to [123], buy-

ers do these purchases mainly in the after-office-hours or at weekends from Friday

to Sunday. So the weekend peak in e-commerce transactions should be from Fri-

day to Sunday.

Because daily peaks in supermarkets and e-commerce vary depending on many

factors, daily peaks are not generated automatically but can be determined by

parameters. If provided, they will also be rated with a factor of 1.5.

According to [122], for both environments, a reduced sales volume at night hours

and daily start and end hours are generated. All these factors for sales volume

rating are available as variables at the beginning of the TARtool and can be ac-

cessed and maintained easily if necessary. The distribution of the transactions

over the chosen interval of time is computed with a poisson distribution and var-

ied with a random factor. The poisson distribution is most commonly used to

model the number of random occurrences of some phenomenon in a specified unit

of space or time [124]. Items in the first itemset are chosen randomly. To model

the phenomenon that large itemsets have common items, a fraction of items in
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Figure 7.3: An Example of Generated Association Rules

subsequent itemsets are chosen from the previous itemset. Each itemset in the set

of all large itemsets has a weight equals to the probability to pick this itemset.

To model the phenomenon that all the items in large itemsets are not bought

together, each itemset in the set of all large itemsets is assigned a corruption

mean to indicate how much the large itemset will be corrupted before being used.

Then, itemsets are assigned to the transactions. If the large itemset does not fit

in the transaction, then 50% of the cases of the itemset are put in the transaction

and the rest is kept for the next transaction. All generated transactions are saved

in .db, .dat and/or .arff format.

The generated ASCII-file can be selected in TARtool for analysis like the binary
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datasets. To evaluate the time stamps, the attributes week day and hour of the

day from the time stamp are chosen and given as items to the association rule

algorithms. An example of generated association rules can be seen in Figure

7.3. The following pseudo code summarizes the time stamped dataset generation

process:

Variables:

- D: Number of transactions to generate

- L: Number of large itemsets to be used as

patterns to generate transactions

- SDate: Start-date for time stamp generation

- EDate: End-date for time stamp generation

- H: Number of days, for which transactions are to be generated

- S: Number of Sundays and holidays

- ENVMNT: True, if retail environment is selected,

False, if E-Commerce environment is selected

- P1: First peak

- P2: Second peak

- ARFF: True, if an arff-file is to be generated

- M: Difference between the time stamps of two transactions

- V: Random Variable up to 30% of M

Begin (Dataset Generation)

1. Compute transactions distribution

1.1 Compute H = EDate - SDate

1.2 If ENVMNT = True Then

H = H - S

Else H = H

1.3 Compute number of transactions per day and per hour in H

1.4 Compute M;

for each day and hour in H, recompute number of transactions

1.4.1 In weekends with factor 1.5

1.4.2 In early, late, and night hours with factor 0.5
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1.4.3 In P1 and/or P2 with factor 1.5

2. Generate Transactions

2.1 Generate the time stamp for the next transaction

2.1.1 Determine time stamp of the next transaction

2.1.2 Compute V

2.1.3 To make the time stamps to be differently

distributed If M is odd Then

M = M - V/M,

Else M = M + V/M

2.2 Generate the itemsets for the next transaction

2.2.1 Determine the size of the next transaction

2.2.2 Set the number of large itemsets to L

2.2.3 Items in the first itemset are chosen randomly

2.2.4 Pick itemsets

2.2.5 Assign itemsets to the transaction

2.3 Write transactions to output file(s): .db or .dat and ´

.arff if ARFF is True

End (Dataset Generation)

7.7 Evaluation

To evaluate and test the efficiency of our tool, we generated a .dat-file and two

related WEKA-readable .arff-files. They have the WEKA-special .arff-Format

with definitions for the attributes and boolean values for the items. The first

WEKA-readable dataset is named *.arff. It contains boolean values 0 and 1 for

each item of the related .dat-file. The second file is named *q.arff and contains

the values ? and 1 for the items. Because WEKA will find a lot of association

rules within the first kind of dataset, the second one is generated to omit rules

like: IF A AND NOT B ⇒ C
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Figure 7.4: Opening of an *.arff file in WEKA

Figure 7.4 shows opening the *q.arff file in WEKA. The *q.arff file was gen-

erated for a retail environment with two peaks per day. The distribution of the

number of transactions per hour of the day can be seen in the visualization on

the right-hand side. The first peak is at 10 am and the second peak is at 5

pm. Those two peaks have been chosen in those specific time intervals in order

to simulate real retail environment which, normally, have such peaks in those

time points according to [123]. Then, the *q.arff-file is mined in WEKA and the

related *.dat-file is mined in TARtool using the Apriori algorithm, which is im-

plemented in both tools. An example of the comparison of the frequent itemsets

is given in Figure 7.5. The comparison shows a very high degree of similarity

of frequent itemsets under both TARtool and WEKA when mining the same

generated dataset. The amount of time and space for generating binary datasets
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Figure 7.5: A Comparison of Frequent Itemsets in TARtool and WEKA for the

Same Generated Dataset

and ASCII-files in the enhanced generator depends extensively on the parameters

and the output chosen. The generation of binary datasets, i.e. those datasets

without time stamps, needs much more time but less space than the ASCII-files.

The generation of the *.dat-file is 10 times faster than producing the .db-file but

needs many twice as much space. Table 7.1 presents some costs of generation

for datasets with 100 items executed on a desktop with Pentium D Dual Core

2×1.6 GHz processor, 2048 MB RAM under Windows Vista. The generation of

the binary file with 10,000,000 transactions was not executed due to the large

amount of time it would have needed. But it was generated as a .dat-file.
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Table 7.1: Generation Costs for Binary and ASCII Files

.db Dataset .dat Dataset

# of Transactions Millisec. KB Millisec. KB

1,000 359 50 157 72

10,000 3,046 436 391 729

100,000 29,891 4,340 3,031 7,342

1,000,000 298,672 41,826 29,765 73,671

10,000,000 Not executed ... 331,875 742,164

A question which is still pending is how the generated datasets can simulate

real life datasets. Even though our dataset generator can generate temporal

datasets that are suitable for market basket analysis and for testing the efficiency

of different algorithms, can simulate the customer transactions in both retail

and e-commerce environments, and also able to handle different data format, the

quality of the generated datasets are still not high enough to simulate real life

customers transactions.

Therefore, we need to adjust the items generation strategy to be differently dis-

tributed for example, in some time points the number of generated items may

be more or less than those in a previous or later time period depending on some

criteria that simulates some buying behavior in real life transactions such as the

sales amount of some group of products in a specific time period. For example,

in a dataset that represents customers transactions in a grocery store, the sales

of fresh bread and milk are normally more in the morning hours and in weekends

than those in afternoons. Furthermore, we can develop the process of dataset

generation by building a graph in which nodes represent customers who have

different relationships between each other such as friendship and neighborhood.
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Through those relationships, the customers influence each other in the decision of

buying some product. In that way, we will be able model the purchasing process

much more realistically.
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Chapter 8

Conclusion and Future Work

This chapter summarizes the main contributions of this dissertation, and identifies

future directions to extend this work.

8.1 Summary

In the first part of this dissertation, we developed a new method that considers

data mining during the design phase of retail websites as an effective tool that

participates greatly in having well-structured retail websites. The advantages of

our method is that it saves a lot of maintenance efforts needed in the future. It

also overcomes the drawbacks of the web mining process. Furthermore, it makes

it easy for the retail decision maker to design his retail website in a way that

meets the main requirements and marketing strategies of his business which will

consequently increase the overall profit of the business. When using patterns

extracted using association rule mining, the experimental work showed that the

average cost in regard to the number of links the user may follow during the

process of searching for his target products to finish a session in the improved

website prototype is reduced to 62% in comparison to the average cost of the
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standard website prototype. On the other hand, our method reduced the sessions

average time of the improved website to 51% of the sessions average time of

the standard website when using patterns extracted by applying clustering and

classifcation data mining tasks to the target dataset.

In the second part of this dissertation, we studied the problem of temporal

association rule mining. This approach is beneficial in market basket analysis for

both physical and online shops to study customers buying habits and product

buying behavior with respect to different time periods. Through periodical min-

ing for association rules, we introduced a new method that takes into account not

only interesting association rules in the decision making process, but also rules

that do not meet the minimum requirements of the interestingness measurements.

Applying our method in the retail business can give the decision maker a better

idea about the behavior of products with respect to different time periods. It also

enables him to predict/control the buying behavior of products in the next time

period which will participate greatly in the success of such business.

We also presented a new measure that defines the interestingness of frequent item-

sets. The interestingness measure is based on the idea that interesting frequent

itemsets are supported by many recent transactions. This method can be used

either as a preprocessing step to search for frequent itemsets within a determined

interval, or as an extension to the Apriori algorithm to prune non-interesting

frequent itemsets. Finally, as an approach to solve the problem of the lack of

real life or synthetic transactional datasets, we introduced the TARtool which is

a data mining tool and a synthetic dataset generator. The TARtool is able to

generate datasets for both retail and e-commerce environments.
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8.2 Future Work

As a future work to our method of using data mining to support retail websites

designers during the design phase, our method can be tested on synthetic and

real life datasets. A website design method that has a built-in data mining tool

can be developed in order to consider the extracted interesting patterns in the

website design process.

The TARtool can be enhanced to be able to generate biographic information of

customers such as customer gender, age, and address. Further enhancements

are to make it possible to determine detailed attributes of the time stamps being

generated by the TARtool and to build visualization tools in order to ease the pro-

cess of reading and analyzing the generated/mined data. Finally, the process of

dataset generation can be developed by building a graph in which nodes represent

customers who have different relationships between each other such as friendship

and neighborhood. Through those relationships, the customers influence each

other in the decision of buying some product. In this way, the purchasing process

can be modeled much more realistically.
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